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Fig. 25. Complete map of events mislocation for effectively anisotropic models (two scenarios of ani-

sotropy) for whole model space (test VI). Mislocation is calculated as a Cartesian distance between 

expected and obtained location using the actual velocity model for each grid point. Expected positions 

of calibration shots are marked with red triangles, calibration shots locations obtained using the inverted 

velocity model are marked with yellow upside-down triangles. The red rectangle marks the area taken 

into account for CF0 calculation. Mislocation has been clipped to maximum value of 150 m. 

Fig. 26. Map of event mislocation for effectively anisotropic models (two scenarios of anisotropy) 

(zoomed into red rectangle in Fig. 25). Mislocation is calculated as a Cartesian distance between ex-

pected and obtained location using actual velocity model for each event. Expected positions of calibra-

tion shots are marked with red triangles, calibration shots locations obtained using inverted velocity 

model are marked with yellow upside down triangles. CF0 is calculated for whole visible area. 

geometry were kept consistent with previous modelings. Mislocation maps were computed as 

for previous examples. 

The obtained results indicate that for tested geometry both anisotropic scenarios can be 

resolved by an effective anisotropy approach (Fig. 25). When looking at resulting misfit maps 

in detail (Fig. 26), it can be observed that event mislocation in the area of main interest is not 

exceeding 15 meters. CF0s for both cases reached only 0.23 and 0.14, respectively. Importantly, 

small, 5 to 10 m error is present in calibration shots locations. Nevertheless, computing CF1s 

(CF with the tolerance of one grid node error, 5 m) gave much higher values of 0.81 and 0.77, 

respectively. This indicates that in this case inverting effectively anisotropic model resulted in 

models providing not exact, but close to expected locations of microseismic events for almost 

80% of the zone of interest area. 

3.2.2 Feasibility of real-time inversion 

Hydraulic fracturing is a complex, time-consuming operation usually involving from few up to 

even twenty or more fracturing stages in one horizontal borehole. Prior to each of the stimula-

tions, a particular borehole interval needs to be perforated. Preparation for each stimulation 

involves gathering the necessary water resources on the site, specifying an amount of proppant 

to be used in a particular stage and planning the chemical composition of the slurry to maximize 

the treatment effectiveness. Industrial practice is to advance with subsequent stages usually not 
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faster than one operation per day. During the stimulation and also after, before proceeding to 

the next stage, an assessment of its effectiveness needs to be performed. 

Therefore, it takes at minimum one day from perforating the desired interval to the main 

stimulation. To be able to locate the induced microseismicity using an updated anisotropic ve-

locity model, the velocity model inversion should be done during the night. 

There are usually only a few perforation shots per stage, so extracting their seismograms 

and picking the first breaks is not a time-consuming process. Hence, the only concern is on the 

computational part. Following methodology presented in this thesis, the CPU time will vary 

due to (i) the model complexity: the number of layers, the size of the model, density of the grid 

points, and (ii) due to the desired accuracy of the optimization algorithm (here NA sampler by 

Sambridge (1999a) is employed). The number of perforation shots does not contribute signifi-

cantly to the computation time, and hence, can be neglected. 

Regarding the model complexity factor, I presented examples of two different 3-layer mod-

els with dimensions 700×350 m and 1700×350 m and with grid spacing of 5 m. In each iso-

tropic model inversion, 6 free parameters were inverted, while in inversions including 

anisotropy 9 free parameters were inverted. The more free parameters are being inverted, the 

more realizations of the forward problem require the inversion to converge in a global mini-

mum. Therefore, the increasing complexity of the model increases the computation time non-

linearly. Respective computation times are given in Table 6. 

Although the scope of this thesis is resolving anisotropy, the isotropic inversion was in-

cluded in the table for comparison. 

Table 6 

Comparison of computation times for different inversion approaches 

Model 
CPU time  

on 22 cores 
Total CPU time 

Number  

of realizations 

Number  

of free parameters 

700×350 m isotropic 1 h 40 min 36 h 40 min 33000 6 

700×350 m anisotropic 6 h 132 h 51000 9 

1700×350 m anisotropic 8 h 176 h 51000 9 

 

With nowadays technology total CPU times of the order of 100–200 hours are possible to 

accomplish, as assumed during the night. These resources can be available on the site. Other-

wise, even a small remote computing cluster can be easily used for the calculations. Therefore, 

implementing on-site real-time inversion of anisotropic velocity model during an ongoing hy-

draulic fracturing job is undoubtedly possible. 

3.3 Conclusions from this chapter 

In this chapter, I introduced the algorithm of the probabilistic event location and its possible 

applications. Also, I developed the technique for VTI anisotropic velocity model inversion us-

ing traveltimes of calibration shots or perforation shots. Inversion methodology is supple-

mented by a set of synthetic tests in order to compare the accuracy of resulting velocity models 

with isotropic solutions and benchmark the technique in particular applications. The chapter is 

completed with a discussion on the feasibility of implementing the presented methodology in 

real-time to ongoing hydraulic fracturing monitoring campaign. 

The Bayesian approach for the microseismic event location provides a better insight into 

the problem than the standard approach in terms of uncertainty assessment. This approach of-

fers individual distributions of location PDF for each event. What’s more, those distributions 
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are unique in their 3D shape. The cumulative location PDF clearly can point out highly fractured 

zones and show directly the scale and the character of the location uncertainty. Moreover, it can 

be scaled by, e.g., moment magnitude to produce easy to analyze maps having the advantage of 

transparency over visualization approaches. 

The new technique of traveltime-based anisotropic velocity model inversion proved to be 

effective in terms of velocities and anisotropic parameters estimation resulting in accurate lo-

cations of microseismic events. Presented synthetic tests showed that accounting for the anisot-

ropy in the inversion procedure greatly improves the accuracy of microseismic events locations 

and that it is always beneficial to account for the anisotropy during velocity model inversion 

whenever dealing with anisotropic media. The accuracy of locations using anisotropic models 

is superior when comparing with isotropic ones (tests I, II, and III). 

When only isotropic models are inverted (tests I and II), updating the model provides better 

results in terms of event mislocation than a single-stage approach. Nevertheless, when updating 

the isotropic models, the performance of the updated model is related to the strength of the 

anisotropy, and hence, spatial model correctness should be expected to be case-dependent. In 

the studied case with particular strength of anisotropy, a uniform model for two stages resulted 

in the best results quantified as the least deviation from the perforation shot location. Model 

performance can be assessed by synthetic modeling of expected anisotropy; however, when 

such modeling is available implementing anisotropic inversion is also available. Also in multi-

stage isotropic model approach, least errors are expected to occur in the center of the region 

containing calibration data, while extreme calibration points can already experience significant 

mislocation errors (test II). 

Tests III and IV positively validated the proposed velocity model inversion methodology. 

Test results prove that the presented approach provides model accuracy suitable to be used in 

hydraulic fracturing monitoring operations. 

Test V aimed in the assessment of limits of inversion capabilities in case of minimum layer 

thickness in a particular setting, corresponding to the geometry of the Lubocino experiment 

described in the next chapter. The minimum layer thickness for which anisotropic parameters 

and velocities can be inverted correctly was estimated as 60 m. 

Test VI presented the accuracy of event locations when effective anisotropy is considered. 

In this application, inversion methodology resulted in being less accurate. However, still, al-

most 80% of the zone of interest area was resolved with event mislocation not greater than 5 m, 

which is still satisfactory in terms of field data applications. 

4. BUILDING AN ANISOTROPIC VELOCITY MODEL FOR MICROSEISMIC 

EVENT LOCATION 

In this chapter, I present an application of VTI anisotropic velocity model inversion described 

in Chapter 3 to the real data from Lubocino microseismic monitoring experiment. Due to the 

lack of SH arrivals in perforation shot records, the methodology presented in Chapter 3 is mod-

ified by incorporating traveltimes of microseismic events in order to obtain parameter γ. Then 

I locate the microseismic events and give the geomechanical interpretation of stimulation per-

formance. The experiment geometry, geological setting, and data availability were described in 

the Introduction section. This chapter is an elaborated version of Gajek et al. (2018b). 

4.1 Data and initial data processing 

4.1.1 Perforation shots 

The data processing sequence started from identifying the perforation shots in the dataset. Some 

general information about the perforation shots was provided, but the exact origin times of the 

shots were unknown. Stack of vertical components from all 11 receivers at the approximate 
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time of the shots was scanned using STA/LTA based detector (Allen 1978) to detect the strong-

est events. Then perforation shots were identified as most prominent events having expected 

moveouts (propagating from the reservoir upwards towards the receiver array). Signals from all 

shots performed with Hydra-jet technology (hydroperforation) numbered 1, 4, and 5 (Table 7) 

were not visible in the data. The record of perforation shot example is shown in Fig. 27. 

Fig. 27. Raw records of a perforation shot from Stage 2. Note extremely high amplitudes of the signal. 

Most prominent are the P-wave arrivals at 0.05 s, SV arrivals visible at 0.2 s, two reflections from some 

lower and upper reflectors visible at 0.4 s and 1.1 s, respectively, no SH wave is visible. Section a) shows 

a full-length record, section b) shows enlarged P- and SV-waves arrivals of the same event marked with 

gray rectangle in section a). 
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Table 7 

Perforation shots 

No. Stage Type 
Offset  

[m] 

Depth  

[m] 

P-wave 

picks 

Fast S-wave 

picks 

Slow S-wave 

picks 

1 1 Hydra-jet 694 2925 0 0 0 

2 2 Plug-and-perf 611 2925 11 0 9 

3 3 Plug-and-perf 526 2925 11 0 11 

4 3 Hydra-jet 513 2925 0 0 0 

5 3 Hydra-jet 507 2925 0 0 0 

6 4 Plug-and-perf 454 2924 11 0 11 

7 4 Plug-and-perf 441 2924 11 0 11 

8 4 Plug-and-perf 428 2924 11 0 11 

9 5 Plug-and-perf 369 2923 11 0 11 

10 5 Plug-and-perf 356 2923 11 0 11 

11 5 Plug-and-perf 343 2923 11 0 11 

12 6 Plug-and-perf 285 2925 11 0 11 

13 6 Plug-and-perf 282 2925 11 0 11 

14 6 Plug-and-perf 272 2925 11 0 11 

15 6 Plug-and-perf 269 2925 11 0 11 

16 6 Plug-and-perf 259 2925 11 0 11 

 

Arrivals of 13 detected perforation shots (those done with blasting) were picked manually. 

Clear P- and mostly clear slow S-wave (SV)2 arrivals were observed for each of the shots, while 

fast S-waves (SH) were observed only on few traces, but were impossible to pick. The lack of 

fast S-wave energy can be explained by the explosive source mechanism, where theoretically 

no shearing is observed (Grechka and Heigl 2017) and also unfavorable radiation pattern in 

case of non-volumetric source mechanism components. 

For P- and SV-waves, clear and high amplitude arrivals were usually observed. P-wave 

was picked for all shots on all traces. Two picks of SV-wave were skipped in the case of the 

first, most distant shot due to the lack of clear onsets and none of the q-SH arrivals was picked. 

4.1.2 Determining the orientation of geophones 

To assure the reliability of microseismic recordings, the knowledge on the position of the sen-

sors is necessary. The depth of the tool string is known with enough precision just by monitoring 

the cable length when inserting the tool string into the borehole. Information on the depth of 

the receivers was provided by the contractor. Instruments are assumed to be vertically aligned 

with the borehole due to having a mechanical arm preventing them from tilting. However, they 

                                                 
2For the brevity, the qualifiers in “quasi P-wave” and “quasi S-waves” are omitted. 
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still can rotate around the cable during the placement, and the orientation of horizontal compo-

nents is unknown (DiSiena et al. 1984). Therefore, to be able to determine the position of reg-

istered events of unknown locations, a calibration has to be done beforehand (e.g. Becquey and 

Dubesset 1990; Zaręba and Danek 2019). In order to determine the tool string rotation, a record 

of some events with known locations can be used, usually, the perforation shots (Maxwell 

2014).  

To determine the perforations’ back-azimuth for each receiver, 100 samples long P-wave 

hodograms of X and Y horizontal components were used. Taking advantage of an approximately 

constant borehole azimuth towards the monitoring well for each stage (see, e.g., Fig. 38),  

hodograms of each of 13 registered shots were stacked at single receivers to limit the fitting 

uncertainty. A standard linear regression with line parameter b= 0 was performed providing a  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 28. Downhole array record of 

an event recorded during hydraulic 

fracturing (vertical components 

only). The raw data with a band-

pass filter (a) and data filtered by 

MCCF and then band-pass filter (b) 

(Trojanowski et al. 2016). 
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direction towards the shot location due to linear polarization of P-waves and positive first arri-

vals expected from explosive sources. Then, horizontal receiver components were rotated from 

sensor to geographical reference frame (Z, X, Y to Z, E, N), keeping in mind clock-wise orien-

tation of Avalon receiver components. 

4.1.3 Microseismic events detection 

For the detection of events, a standard STA/LTA detection algorithm (Allen 1978) was run on 

each component for the filtered data. Even though the downhole environment is usually more 

favorable for microseismic monitoring in terms of noise level, because of sources and receivers 

proximity and the lack of cultural or weather noise, a considerable level of noise was observed 

most probably due to some open perforations and high fluid level in the observation well (ac-

cording to the contractor), suppressing some of the weakest events. Hence, the data were pre-

filtered using a multichannel convolution filter (MCCF) for correlated noise (Trojanowski et 

al. 2016; Trojanowski 2019) followed by a standard 80–600 Hz band-pass filter. The perfor-

mance of MCCF is shown in Fig. 28. 

 

Fig. 29. Waveforms from example of a microseismic event recorded by the 11 3C geophones. An event 

with strong SWS, producing significant time delays (19–37 ms) between fast and slow S-wave. Picks 

are labeled on the bottom trace, geophones labeled from top to bottom. 

4.1.4 Arrivals picking 

In order to locate an event using traveltime based methods, accurate onsets of each wave on 

corresponding traces have to be identified (Fig. 29). This can be done either manually or auto-

matically. In this case, I picked the traveltimes manually to gain sound insight into the data and 

guarantee a high picking accuracy despite noisy recording conditions. To browse the seismo-

grams and pick the first breaks of P-, SH-, and SV-waves I created a dedicated software –  

a graphical user interface (GUI) in Matlab (Fig. 30). This software provided means for visual  
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Fig. 30. A Matlab GUI created for microseismic records processing. An example of an event with all 

three phases picked at all of the receivers is shown in the main window. 

inspection of the detections, their quality control (accepting as microseismic event or discard-

ing), picking P, SH, and SV arrivals, filtering, displaying theoretical picks (from rough velocity 

model based at this stage on sonic logs), setting semi-automated picks within a single event 

range based on expected moveout projection and updating an external event database. 

The majority of the detections had the most prominent, high amplitude SH-wave onsets, 

which were triggering the detector. All detections not having a proper moveout (i.e., propagat-

ing downwards) were discarded. If q-SH and P-wave onsets were distinctive enough to be 

picked at least on few traces, a detection was considered as an event. When the q-SV wave was 

present, it was always picked when possible. In the end, over 1600 events were picked at the 

initial stage. However, in the final analysis, 1385 events were taken into account, due to e.g., 

wrong picked traces, duplicates or being located outside the model space (after inverting the 

final anisotropic velocity model). The catalog of picks for the 1385 events dataset consisted of 

15101 P-wave picks, 14974 SH-wave picks, and 7418 SV-wave picks. SV onsets were most 

often easily recognizable in the records. However, marking the arrival was, in many cases, 

challenging. Such prepared events were ready to be located just after obtaining an accurate 

velocity model. 

4.2 Anisotropic velocity model building 

The velocity model is necessary to obtain locations of microseismic events. Perforation shots, 

whose locations are known, are used to benchmark the model. A velocity model that provides 

locations of the perforations close to the expected location will also provide proper locations of 

microseismic events in their vicinity. The service company provided isotropic velocity models 
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for each stage. However, locating perforation shots using those models (assuming SV arrivals 

as isotropic S-wave) generated huge location errors (order of tens of meters). Hence, there was 

a need to develop a proper velocity model that will guarantee accurate locations of microseismic 

events. 

A 5-layer VTI model was built in a three-step workflow using traveltimes of 13 available 

perforation shots spanning laterally from 250 to 600 m away from the sensor string (Fig. 4). 

The number and depths of the layers were chosen based on the geological information and the 

sonic log data (Fig. 31a). As a model benchmark I used Backus averaged (Backus 1962) well-

log data from well L1 (averaging for  f = 200 Hz  using Seismic Unix) (Liner and Fei 2007), 

which is a reasonable upscaled approximation of a sonic log data (Maxwell et al. 2010; Bos et 

al. 2018). The benchmark model has an accuracy of 17 m of average mislocation. Locations 

were too deep for near offsets and too shallow for far offsets, although still more accurate than 

locations from isotropic models provided by the contractor. I was inverting for effective Thom-

sen’s parameters and layer-dependent velocities. The free parameters were global e, g, and VP0 

and VS0 for each layer. δ was kept fixed equal to 0.02 due to its stability in the well-log data 

(Fig. 31). The three-step workflow included: 

 1. Inverting for VP0 and VS0 of top four layers and Thomsen’s ε; 

 2. Inverting for Thomsen’s γ using extra traveltimes of microseismic events; 

 3. Estimating VP0 and VS0 of the bottom layer. 

In the synthetic tests performed in Chapter 3 Neighborhood Search Algorithm (Sambridge 

1999a) was used to find the minima during the inversion for the velocity model. However, the 

computational cost of the Neighborhood Algorithm became too heavy to be used with a dense, 

1×1 m grid. Therefore, I have implemented a nested grid-search (Bentley 1975) scheme to be 

used instead. The parameter space was linearly sampled along each dimension to produce the  

 

 

Fig. 31. Well-log data: formation tops – the dashed black lines, depth scale in True Vertical Depth (TVD) 

from Kelly Bushing (KB); (a) VP0 from sonic log – the magenta line, VS0 from sonic log – the orange 

line, Backus-averaged VP0 – the black line, Backus-averaged VS0 – the dashed blue line (Backus aver-

aging for  f = 200 Hz); (b) the solid lines are the Thomsen’s parameters obtained through Backus aver-

aging. 
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initial grid, which has been narrowed around the best solution after each iteration, then re-sam-

pled and re-searched. Being aware of a trade-off between the accuracy of inverted parameters 

and computation time, in each subsequent iteration parameter space ranges were limited by 

40%. This relatively slow convergence was meant to prevent the algorithm from falling into 

local minima. 

4.2.1 Inverting for VP0 and VS0 of top four layers and Thomsen’s ε 

Due to the lack of SH-waves in the recorded wave field of the perforation shots (see Fig. 27), 

the inversion was run using P- and SV-waves onsets only. Under the weak anisotropy assump-

tion (Thomsen 1986), Thomsen’s γ is present only in the formula for the SH-wave velocity, 

which was not available in the perforation data. Hence, γ was skipped in the first step of the 

workflow and was inverted from the records of selected microseismic events afterward. There-

fore, in the first step, I was inverting for VP0 and VS0 of each layer and ε. Hence, the objective 

function ζ, defined in Chapter 3 (Eq. (31)), was reduced by the SH-wave term, to a new form ζʹ 

accounting for the differences between picks and modeled traveltimes of P- and SV-waves only, 

including time t0 (Eq. (32)):  

 𝜁՜ = ∑ √∑ ( (𝑡obs
𝑃,𝑖,𝑗

 −𝑡cal
𝑃,𝑖,𝑗

+𝑡0)
2
+ (𝑡obs

𝑆𝑉,𝑖,𝑗
 −𝑡cal

𝑆𝑉,𝑖,𝑗
+𝑡0)

2
)𝑛

𝑖=1

𝑛

𝑝
𝑗=1  (32) 

The obtained best-fitting parameters are listed in Table 8, while the resulting traveltimes 

comparison is presented in Fig. 32. Perforation shot locations will be discussed in detail after 

completing all 3 steps of the inversion procedure. 
 

 

 

Fig. 32. Comparison of the observed and modeled best-fitted P- and SV-wave perforation shots trav-

eltimes. For each perforation the RMS misfit is given at the top. 
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Table 8 

The VTI model parameters obtained after 1st step of the inversion procedure 

Layer 
Top depth 

[m] 

Thickness 

[m] 

VP0 

[m/s] 

VS0 

[m/s] 
 δ 

1 2615 274 4241 2423 

0.15 0.02 
2 2889 18 3938 1825 

3 2906 8 4492 1841 

4 2914 24 3677 1800 

 

4.2.2 Inverting for Thomsen’s γ using extra traveltimes of microseismic events 

Microseismic events tended to have clear P- and SH-waves onsets, whereas SV-wave onsets 

were appearing clear enough to be picked in less than half of the records of microseismic events 

only. Therefore, knowing that γ was crucial to obtain locations of the events because it is present 

in the SH-wave velocity formula (Thomsen 1986) I calculated its value using records of care-

fully chosen microseismic events (Gajek et al. 2018a). First, the event database was searched 

for the microseismic events having P- and SV-wave onsets most similar to the same onsets in 

perforation shots records. The criterion was the lowest RMS value of the picks differences. 

Similar moveout guarantees events locations to be close to the corresponding perforation shots 

locations, which are known. Hence, each perforation shot is supplemented with SH-wave onsets 

from microseismic event best matching P- and SV-wave onsets. Comparison of perforation 

shots and selected events is shown in Fig. 33. 

Thanks to the rich population of events, the obtained fitting is acceptable except of the 

first, most distant perforation shot, which was therefore excluded from further γ calculation. 

Finding well-fitting onsets allowed to assume that the chosen event’s hypocenter was at the 
 

Fig. 33. Comparison of the perforation shots and selected matching event traveltimes. Note that the first 

pair was considered as an outlier. 
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Fig. 34. Comparison of the observed and modeled best-fitted perforation shots and selected event move-

outs. P- and SV-waves picks come from perforation shots records, SH-wave picks come from selected 

events records. For each perforation, the RMS misfit is given at the top. 

perforation location; therefore, SH-waves that were not visible in the perforation shots should 

be expected with the same delays as for the matched events. Subsequently, I computed several 

velocity models for different values of γ, keeping other parameters fixed. By comparing the 

misfit of the observed delays, I determined that Thomsen’s γ equal to 0.27 fits the data best. 

The comparison of picked and modeled perforation shots traveltimes is shown in Fig. 34. 

Note that the first shot was not taken into account in γ inversion.  

4.2.3 Estimating VP0 and VS0 of the bottom layer 

Velocities for the base of the stimulated Sasino formation, i.e., the fast limestone Kopalino 

layer, were impossible to obtain using perforation shots due to the lack of distinguishable re-

fracted waves in the recorded wave field, meaning there is no information about this layer in 

the records. When trying to invert at once for all five layers, the Kopalino velocities were mar-

ginalized towards low velocities, not contributing to the shape of the moveouts. Nevertheless, 

this layer still plays a role in the procedure of microseismic events location, since some of them 

can originate from below the perforation shots locations or even from the Kopalino formation. 

Another source of information on the velocities is the sonic well log. However, when com-

paring inverted velocities from the above layers with well log data, I observed that the latter 

were higher (Fig. 35), following the velocity dispersion theory (Winkler 1986), so they cannot 

be directly assigned to the model. Indeed, traveltime modeling with VP0 and VS0 values from 

Backus-averaged well logs caused refraction at the distant perforation shot location, which does 

not agree with observed moveouts. Hence, I kept on lowering the bottom layer velocities as 

long as the direct waves became the first arrivals. The velocities of the bottommost layer were 

finally identified as  VP0 = 5200 m/s  and  VS0 = 2730 m/s. The third step finalized the VTI 

velocity model building procedure. 
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4.2.4 The final model 

The three-step workflow resulted in the complete set of parameters required to describe the 5-

layer VTI velocity model despite challenging limitations in the data. The exact values of in-

verted parameters are listed in Table 9. The comparison of derived model parameters with the 

benchmark Backus-averaged model is presented in Fig. 35. 

Table 9 

The final VTI model parameters obtained after complete inversion procedure 

Layer 
Top depth 

[m] 

Thickness 

[m] 

VP0 

[m/s] 

VS0 

[m/s] 
 δ γ 

1 2615 274 4241 2423 

0.15 0.02 0.27 

2 2889 18 3938 1825 

3 2906 8 4492 1841 

4 2914 24 3677 1800 

5 2938 62+ 5200 2730 

Note: 5th layer had no lower bound and was limited by range of microseismic  

events, afterwards. 

 

Fig. 35. Well-log data and estimated velocity model parameters for the L1 well: formation tops – the 

dashed black lines, depth scale in TVD from KB; (a) VP0 from sonic log – the magenta line, VS0 from 

sonic log – the orange line, Backus-averaged VP0 – the black line, Backus-averaged VS0 – the dashed 

blue line (Backus averaging for  f  = 200 Hz), estimated VP0 – the light blue line, estimated VS0 – the 

red line, and (b) the solid lines are the Thomsen’s parameters obtained through Backus averaging; the 

Thomsen’s parameters derived from inversion are shown as the dashed lines. 
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The inverted model results in accurate locations of perforation shots in offset-depth cross-

section are shown in Fig. 36 (the offset-azimuth errors will be addressed in the subsequent sec-

tion). The average mislocation equals 7 m (average mislocation of the benchmark model was 

17 m) and is affected mostly by inaccuracy in offset plane (Fig. 37).  

The RMS of inverted model misfit equals 2.4 ms for all three onsets (perforation shots and 

matched events) and 1.3 ms when considering only P and SV only (perforation shots only), 

whereas picking uncertainty for strong perforation shots was assumed to be 0.375 ms (one sam-  

 

 

Fig. 36. Perforation shot locations in a vertical cross-section aligned with borehole trajectory. The true 

locations of all 13 recorded perforations are marked with the yellow diamonds, not-recorded are marked 

with the gray diamonds. Here, 13 perforation shot locations in the Backus-averaged benchmark model 

are marked with stage-colored stars. Perforation shot locations in the best obtained model are marked 

with stage-colored circles, depth scale in TVD from KB. 

 

Fig. 37. Comparison of mislocations (upwards pointing axis) and time residuals (downwards pointing 

axis) between the initial Backus-averaged model (marked in orange) and the final inverted (marked in 

blue) velocity models. In the mislocation section, the dark bars represent the horizontal component of 

the location error and the light bars represent the vertical component of the location error. 
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ple). The comparison between the recorded and modeled moveouts using the final velocity 

model is shown in Fig. 34 and reveals a very good match for the P and SV onsets, whereas the 

SH-waves are less-accurately fit, especially for the most distant perforations. This is related to 

the slightly different location of the microseismic event used for γ calibration. 

The surprising disproportion between inverted γ value and value from sonic logs is most 

probably due to the scale-effect. A vast difference in the frequency content of seismic waves 

and acoustic logger makes those two methods sensible to different features of the rock, and 

lower frequencies are prone to see bigger cracks. 

4.2.5 Locating the perforation shots in horizontal plane 

For a complete inspection of microseismic events location accuracy, also an insight into the 

perforation shot locations in the offset-azimuth plane is necessary. Even though this subsection 

does not contribute to the VTI velocity model building, it is added here for completeness. 

Location in a horizontal plane is a combination of two independent inputs. First is an offset 

that changes with different velocity models (already visible in Fig. 36). Second is an azimuth 

towards the event estimated using a back-azimuth tracking procedure, not dependent on the 

velocity model. Obtained locations in horizontal plane are presented in Fig. 38. 

 

 

Fig. 38. A map view of stage-colored perforation shot locations in the best obtained model are marked 

with stage-colored circles. The true locations of all 13 recorded perforations are marked with the yellow 

diamonds, not-recorded are marked with the gray diamonds. 
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4.3 Locating the microseismic events 

As a rule, the velocity model calibrated with perforation shots guarantees accurate microseismic 

events locations in the area of model space where calibration was done. However, because of 

the imperfect inversion solution, the locations will become less and less precise when moving 

away from the calibrated areas. In this case, all available events of known locations were used 

for model calibration to ensure the highest precision. 

My model space for events location was limited to 800 m offset and 400 m in depth (from 

the top receiver depth at 2615 to 3015 m). The best-resolved space within the model was the 

area between offsets 250 and 600 m (stages 2 to 6) and limited in depth to the borehole vicinity. 

Therefore, very deep or shallow located events, and events on far offsets from stages 2 and 3, 

should be considered as least precise due to limited calibration data. However, most events were 

expected to occur close to the densely perforated borehole intervals. 

The microseismic events were already detected and picked, hence they were ready to be 

located. For the purpose of probabilistic events location, Eq. (28) was used. I assumed the pick-

ing uncertainty for all events to be 3 samples (1.125 ms), which was 3 times more than for 

perforation shots. The obtained anisotropic velocity model was used to locate all the identified 

microseismic events. Even though more than 1400 events were located, some of them have to 

be discarded, because of having unrealistic locations (e.g., too shallow) or poorly resolved, off-

the-borehole azimuths. Finally, 1385 events were kept as a final catalog. Figure 39 shows 

summed location probability density of all events in vertical cross-section and Fig. 40 as a map 

view. 

 

 

 

 

 

 

 

 

Fig. 40. A map view of mar-

ginal probability density of 

microseismic events loca-

tions together with the bore-

hole trajectory. The color 

scale of an event density 

provides a probability of one 

of 1385 events occurring at 

given coordinates. The bore-

hole projection – yellow 

solid line; perforation shots 

locations – yellow dia-

monds; receivers location – 

green triangle. 
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Fig. 42. A map view of stage-colored 

locations of microseismic events 

scaled by Mw spanning from –3.6 to –

2.0 together with the borehole trajec-

tory. 

 

Fig. 43. Map of P-wave traveltime difference between the final velocity model (including fast velocity 

Kopalino layer) and 4-layer model without it for the deepest receiver. The perforation shots used in the 

inversion are marked in red diamonds, not used perforation shots are marked in gray diamonds, micro-

seismic events located using the final model are marked with black dots, receivers are marked with green 

triangles. A black dotted line marks the top of the fast Kopalino layer. 
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Maps of the probability density of a single event location can be easily transformed into 

a single point by finding the maximum value of the probability density. Such an approach gives 

a clearer image and allows to scale the dots, still keeping the original information about location 

uncertainty. The vertical locations scaled by moment magnitude Mw to emphasize dynamics of 

the stimulation are shown in Fig. 41, the horizontal locations are shown in Fig. 42. 

The sharp cut-off in the event locations with an upgoing trend is observed in the vertical 

cross-section in the toe part of the well (Figs. 41 and 39). This is a clear indicator of the refrac-

tion regime caused by the fast, lowermost Kopalino layer. The area of the inverted Kopalino 

layer refraction regime extent is shown in Fig. 43 in the form of traveltime difference map. It 

might seem unrealistic; however, in the absence of the farthest jet perforation signal in the rec-

orded wave field, no other data can provide additional constraints for lowering the basement 

velocity more than was already done. In general, using jet perforations instead of conventional 

shots within the peripheral stages limits the ray coverage of available shots significantly and 

hinders the process of accurate velocity model inversion. 

4.4 Evaluation of the stimulation performance 

The stress direction was determined for both, the stimulated and monitoring boreholes, at the 

borehole section located approximately 1000 m above the stimulated complex. The measured 

NNW-SSE maximum horizontal stress direction (SHmax) (Bobek and Jarosiński 2018) is similar 

to the regional trend in this part of the Baltic Basin (Jarosiński 2006). When compared with the 

elongation of the Microseismic Volumes (MVs) of individual stages, it is clear that they are not 

parallel to SHmax, as in the most typical instances. In such a case, pre-existing faults and frac-

tures are expected to control the stimulation zone. Based on borehole cores and geophysical 

logging data it is known (Bobek and Jarosiński 2018) that fracture system consists of two main 

joint sub-vertical fracture sets of regional extent, J1 and J2, striking respectively in the azimuth 

20° and 125° (Fig. 44a). Additionally, two diagonal sets, Jʹ and Jʺ, striking in the azimuth 80° 

and 170°, are distinguished in the monitoring borehole. These fracture sets are not uniformly 

distributed among lithological formations (Fig. 44b). The J2 set prevails in the Sasino Fm which 

hosts the horizontal borehole segment. It also dominates the results of S-wave splitting meas-

urement inversion presented in the next chapter, while the J1 set is more pronounced in the 

Jantar formation. The Prabuty, Kopalino, and lower part of the Paslek formations almost lack 

open fractures; therefore, they have the potential to create mechanical barriers. There is also 

some evidence for transitional stress regime between strike-slip and normal faulting and for low 

differential stress level in a range of 10 MPa (Bobek et al. 2017). The shape and range of indi-

vidual microseismic clouds varies significantly among stages. 

In the first unsuccessful stage, a minor stimulation effect was achieved. Locations of the 

seismic events 10 m over the top of Sasino formation should be accounted for as velocity model 

inaccuracy (visible in Fig. 36). The number of microseismic events with satisfactory S/N is 

insufficient to determine the MV. Also, the Stage 2 of stimulation, in which 139 m3 of fluid 

was used, was not completed. The elongated axis of microseismic events cloud is oblique to the 

trend of SHmax, but consistent with a mean direction between the J2 and Jʹ, two main tectonic 

fracture sets in the Sasino formation. It suggests reactivation of the pre-existing fractures as a 

main effect of stimulation. In the vertical section, the compact cloud of the microseismic events 

ranges by 20 m, similarly to the thickness of the Sasino formation. From the top and the bottom, 

this formation is bounded by mechanical barriers with absence or scarce tectonic fractures. 

In the Stage 3, after injection of 416 m3 fluid, the MV consists of two compact clouds of 

events. The first, dispersed and circular in the horizontal plane, 120 m in diameter, is located 

directly near the perforation cluster. The second covers the elongated MV from the Stage 2.  
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Fig. 44. (a) Orientation of the sub-vertical frac-

ture sets (joints) in the monitoring borehole and 

the present-day maximum horizontal stress direc-

tion (SHmax). The green dashed line points to the 

direction of the stimulated borehole horizontal 

segment, and (b) fracture intensity profile for the 

monitoring borehole. Depth scale in TVD from 

KB. The formation is separated with the thick 

black lines. The J1 fracture set is marked in green, 

J2 in red, and in yellow. The lower Kopalino for-

mation  Jʹ + Jʺ  with a complete lack of fractures 

is not shown. 
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Such distribution points to the lack of preferred direction of newly stimulated fractures and to 

the leakage of the fluid into the previously stimulated zones. The vertical range of compact 

circular cloud reached 40 m, similar to the thickness of the reservoir that comprises both Sasino 

and Jantar prospective formations. In this case, the weak mechanical barrier of Prabuty for-

mation was broken by increased volume and pressure of the fluid. Similarly to the Stage 2, the 

tilted bottom of the MV below the perforations is influenced by the refraction regime of the 

Kopalino layer. 

In the Stage 4, the volume of fracturing fluid increased to 820 m3. The 400 m long cloud 

of microseismic events is elongated in the direction parallel to the SHmax. However, the MV 

could be again split into two parts: one adjacent to perforation and one covering the MV of the 

Stage 3. Events propagate in time towards the Stage 3. In the vertical view, initial events stay 

within the prospective complex of the Sasino and Jantar formations, but then progress up to the 

upper Paslek formation, which acted as a barrier in the previous stages. Also, a few weak events 

were located in the Kopalino formation, however not enough to consider that barrier as broken. 

The bottom layer refraction regime still slightly influences the events’ locations towards the toe 

part of the well, however toward the heel part events start to occur below the top of Kopalino. 

In the Stage 5 of stimulation, the injection of 869 m3 of fluid developed elongated and 

asymmetric MV. Its 300 m long axis is parallel to the strike of J2 fracture set and the trend of 

nearby fault visible in 3D seismic data (Kowalski et al. 2014; Cyz and Malinowski 2018). Judg-

ing from the microseismic events appearance over time, stimulation started with the develop-

ment of hydraulic fractures in the direction of the SHmax in the near-borehole zone, then 

continued in the direction of the pre-existing tectonic fractures and probably small-scale faults. 

In the vertical view, the range of MV is similar to the previous stage, with the individual events 

located in both, Paslek and Kopalino formations. The influence of Kopalino refraction regime 

is no longer visible. 

In the Stage 6, the injection of 664 m3 of fluid caused similar effects as in the Stage 5 with 

some minor differences that might result from lower fluid volume. In horizontal projection, the 

cloud of microseismic events is almost circular with the longer axis span less than 200 m, while 

the vertical extent is similar to the Stage 5. 

The obtained locations of microseismic events create a relatively complex but comprehen-

sive pattern that, in general, might be explained by natural factors. The elongation of the MVs 

is mostly controlled by the J2 fracture set, which dominates in the Sasino formation and only 

to a small extent influenced by horizontal stress direction. A high degree of MV penetration 

towards the previous stages is explained by an oblique angle between the borehole and SHmax 

direction (approx. 40°) enhanced by the trend of the reactivated J1 fracture set, parallel to the 

direction of the horizontal borehole segment. In turn, the successive rise of the MV in vertical 

plane among stages can be explained by the stress shadowing effect in the most intensively 

stimulated formations (Warpinski and Branagan 1989; Zangeneh et al. 2015) and escape of the 

fracturing fluid to the more relaxed Jantar and Paslek formations. The systematic rise of the 

bottom of MV in the stages that are most distant from the monitoring borehole should be ex-

plained only by increasing the influence of the fast bottom layer refraction regime. 

4.5 Conclusions from this chapter 

In this chapter, I presented a complete workflow spanning from very initial data processing 

using self-developed tools up to microseismic events mapping and providing the interpretation 

of the treatment performance. 

The most important part of my work in this chapter is an inversion of the VTI anisotropic 

velocity model using limited data. Due to the absence of SH-wave onsets, it was impossible to 
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retrieve Thomsen’s γ from the perforation shots records. Thus, I used the SH-waves of micro-

seismic events located close to the perforations and retrieved γ from the SH-SV-wave delay 

time. Finally, the successful inversion provided much more accurate perforation shot locations 

(with mean RMS of mislocations only 7 m) than isotropic and Backus-averaged models, and 

hence, allowed for the reliable location of microseismic events. The accurate locations allow 

drawing conclusions about the evolution of fractures in the reservoir during the hydraulic stim-

ulation. The most important observations are: 

 most of the recorded microseismic events occur within the 40 m thick prospective 

complex of the Sasino and Jantar formations meaning that the thin Prabuty for-

mation was being predominantly broken; 

 microseismic events tend to migrate into previously fractured intervals during the 

ongoing stimulation; 

 the Paslek formation was acting as a barrier in the initial stages of the treatment 

while has been probably broken during the final 4, 5, and 6 stages; 

 the Kopalino formation acts as a barrier for injected fluids throughout the whole 

treatment; 

 the J2 fracture set in the Sasino formation acts as a key factor in the stimulated 

fracture propagation and influences the fracture openings more than the maximum 

horizontal stress direction. 

5. ESTIMATING FRACTURE PARAMETERS BASED ON SHEAR-WAVE 

SPLITTING 

This chapter presents research conducted on the same data set from the microseismic monitor-

ing campaign performed during hydraulic stimulation in Lubocino 2H well. The experiment 

geometry, geological setting, and data availability were described in the Introduction section. 

The theory and details of used methods were described in Chapters 2 and 3. This chapter is an 

elaborated version of Gajek et al. (2018c). 

5.1 Data and SWS measurements 

Most of the recorded events had clear, strong SH-wave arrivals, and weaker P-wave arrivals3. 

SWS was visible on the majority of records – at least 1/3 of 1385 microseismic events had clear 

SV-wave onsets. The anisotropy is manifested by a significant, stagevarying S-wave splitting 

(up to 40 ms for some of the events), necessitating the use of an anisotropic velocity model for 

the purpose of the microseismic event location. Example waveforms with both strong and weak 

SWS are shown in Fig. 45. A 1D, 5-layer VTI model was built using traveltimes inversion of 

13 perforation shots and selected microseismic events. Detected events were then located using 

an inverted VTI velocity model and probabilistic location approach (see Chapter 4). 

SWS measurements provide the polarization (φ) of the fast shear-wave and the time delay 

(dt) between the two split shear modes (Wolfe and Silver 1998; Teanby et al. 2004). A meas-

urement can be made for each source-receiver pair, resulting in a considerable amount of data 

when geophone array is used to record hundreds of events. To deal with a large number of 

measurements, I used the automated method described by Wuestefeld et al. (2010), which is 

based in turn on that described by Teanby et al. (2004). 

The workflow for a single measurement is presented in Fig. 46. Waveforms recorded by 

a 3C sensor are rotated to the ray-frame coordinates (i.e., radial, transverse, vertical) in order to 

minimize P-wave energy on the SH  and SV components.  Next,  the SWS  correction  is  applied, 

                                                 
3For brevity, the qualifiers in “quasi P-wave” and “quasi S-waves” are omitted. 



W. GAJEK 

 

72 

 

Fig. 45. Waveforms from example microseismic events recorded by the 11 3C geophones. (a) An event 

with strong SWS, producing significant time delays (19–37 ms) between fast and slow S-waves. The 

event is located 450 m from the monitoring array. (b) An event with smaller amounts of SWS. The event 

is located 305 m from the monitoring array. Picks are labeled on bottom traces. 
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resulting in linearization of the particle motion in a fastand slow-axes coordinate system 

(Fig. 46c). The SWS correction is determined by applying all possible fast S-wave orientations 

and time shifts and then retrieving the minimum error solution from a resulting error surface 

(Fig. 46d). The analysis is performed for various-length S-wave windows to provide a stable 

solution regardless of the window position and length (Fig. 46e). A more detailed description 

of this workflow is described in Fig. 46 caption. To ensure good data quality, the acceptance 

criteria defined by Teanby et al. (2004) were used to ensure that only robust SWS measurements 

were taken forward for further analysis, including: 

1) good event signal-to-noise ratio; 

2) linear P-wave motion allowing a well-constrained rotation from geographical (NE- Z) 

to ray-frame (P-SH-SV) coordinate system; 

3) effective minimization of energy on the transverse component after the SWS correction 

has been applied, resulting in linear post-correction particle motion, and matching post-

correction waveforms in a fast- and slow-S-wave coordinate system; 

4) a single, tightly constrained minimum in the error surface; 

5) consistent SWS results regardless of the choice of the analysis window start time and 

length. 

A high-quality result must fulfill all of these conditions. These criteria were first assessed 

automatically by discarding results which evidently neglected any of these conditions. Then the 

remaining SWS measurements were assessed manually via the inspection of plots such as the 

one shown in Fig. 46. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 47. A map view of stage-colored 

microseismic events locations with at 

least one good-quality SWS measure-

ment, scaled by the splitting magnitude. 

Other microseismic events are marked 

as black plus signs at the background. 
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Fig. 48. Locations of stage-colored microseismic events with at least one good-quality SWS measure-

ment, scaled by the splitting magnitude. Other microseismic events are marked as black plus signs at 

the background. Cross section along the borehole trajectory. Primary and secondary target intervals with 

enhanced TOC concentration are Sasino and Jantar, respectively. 

Out of more than 14 000 SWS measurements (all registered events on each receiver), 561 

were accepted as high-quality results under our strict acceptance criteria. The spatial distribu-

tion of microseismic events with a high-quality measurement on at least one trace is plotted in 

Fig. 47 in map view and in Fig. 48 in a side view. Significant noise level restricted the number 

of good measurements, especially for distant stages: only 4% of accepted measurements belong 

to stages 1–3 (the most distant from the observation well). The accepted measurements had 

approximately 35° wide azimuthal coverage and 35°–70° incidence angle coverage 

(Fig. 49a,b). Most fast S-wave polarization angles are at 90° relative to the SV orientation; i.e., 

they are near-horizontal, as expected from a VTI system. However, significant numbers of 

events do not have horizontal fast S-wave polarizations, and indeed the delay times for these 

events are often larger than the delay times for those with horizontal polarizations (Fig. 49c). 

These observations imply that the system is not solely VTI. Instead, such a signature can be 

recognized as VTI fabric influenced by vertical fractures (Usher et al. 2015). 

5.2 Inversion of SWS measurements for rock-physics parameters 

A single measurement of dt and φ along a single ray-path is not sufficient to constrain the over-

all anisotropic symmetry system. Instead, a population of SWS measurements along a range of 

ray-paths must be inverted to reveal the overall anisotropy. Typically, a rock-physics model, 

assuming a particular anisotropic symmetry system, must be created, which is then compared 

with the observations, with the best-fitting rock-physics model parameterization being taken as 

the result (e.g. Verdon et al. 2009). In this case, I inverted measured fast polarization angles 

and time delays for a background VTI fabric (Thomsen 2002) overprinted with a single set of 

vertically aligned, unfilled, penny-shaped fractures (Hudson 1981), resulting in effective ortho-

rhombic symmetry. The inversion is resolved for four free parameters of the effective ortho-

rhombic medium between receivers and microseismic sources: 
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Fig. 49. The SWS results for the good-quality measurements. (a) A histogram of P-wave back azimuths, 

(b) a histogram of ray-path incidence angles, and (c) a histogram of the absolute value of the fast direc-

tion angles (relative to the SV orientation). Corresponding delay times are plotted on the secondary axis 

with orange dots, and (d) dt ordered by event origin time (orange dots) and its statistics per stage. Con-

secutive stages are separated by the dashed line. Note the median and mean for Stage 5 overlap. The 

population of measurements from stages 2 and 3 is insufficient to provide reliable statistics. 

 the fracture density ξ and strike α of the vertical fracture set; 

 Thomsen’s parameters describing the VTI rock fabric; 

 with only S-wave data, δ and ε cannot be constrained independently; instead, a ratio 

between δ and ε is resolved. 

The inversion is performed following the method developed by Verdon et al. (2009) and Verdon and 

Wüstefeld (2013), described in Chapter 2. When iterating over a parameter space (ξ, α, δ, and γ), the 

elastic stiffness tensor providing velocities and polarizations of S-waves for any direction is computed 

by solving a Christoffel equation, independent from Thomsen (1986) weak anisotropy assumption. The 

background P- and S-wave velocities, VP0 , VS0 , and density are held constant through the model space. 

Velocities are based on the VTI velocity model developed in Chapter 4, whereas the mean density was 

taken from the well-log interval of interest. 
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5.2.1 Inversion results 

The inversion of SWS measurements for an orthorhombic rock-physics model without any prior 

VTI fabric constraints resulted in unstable fracture parameters (strike α and crack density ξ). 

Those parameters were not constrained because the relatively weaker azimuthal anisotropy did 

not contribute significantly to the overall model due to limited azimuthal and incidence angle 

data coverage (Verdon et al. 2009) and stronger VTI fabric that dominates the inversion over 

the influence of cracks, due to relatively weak azimuthal anisotropy (Gajek et al. 2017). 

However, the VTI fabric has already been observed by other geophysical methods, includ-

ing: 

 3D VTI pre-stack depth migration velocity model (Kowalski et al. 2014) from a 

coincident 3D seismic survey, for which γ was derived using empirical relation to 

ε (Wang 2001); 

 Backus-averaged well-logs – a benchmark model for the VTI velocity model inver-

sion from microseismic data. Sonic, density, and natural gamma logs were used to 

obtain the vertical velocities VP0 and VS0, and to derive Thomsen’s parameters 

(Thomsen 1986). Those parameters were downscaled to 200 Hz using a Backus-

averaging scheme (Backus 1962); 

 the VTI velocity model inverted for microseismic event location in Chapter 4. 

The inverted VTI parameters for the three models are listed in Table 10. There is some 

disagreement between the prior VTI measurements. I, therefore, explored the effect on the frac-

ture parameters (α and ξ) inverted from SWS measurements when the VTI fabric is fixed, doing 

this using each of the VTI fabrics determined from each of the geophysical methods (reflection 

seismic, well-log, microseismic). 

I found that inversions for fracture strikes and densities are well constrained and consistent 

within the range of possible VTI parameters defined by the seismic, well log, and microseismic 

observations. Obtained fracture strikes were ranging between 102° and 108°, and fracture den-

sities between 0.09 and 0.14, respectively (Fig. 50). 
 

Table 10 

Comparison of the input VTI parameters as derived from three geophysical methods  

and the resulting best-fit values for fracture strike and fracture density 

 Input model Surface seismic Backus-averaged well log Microseismic 

Input 

Epsilon ε 0.17 0.14 0.15 

Gamma γ 0.15 0.14 0.27 

Delta δ 0.11 0.02 0.02 

Results 
Fracture strike α 102° 108° 102° 

Fracture density ξ 0.09 0.14 0.10 

 

5.2.2 Discussion 

I assumed a VTI medium influenced by vertical cracks after judging from S-wave delay times 

and corresponding incidence angle (Fig. 49). However, for particular solely VTI settings, the 

SV-wave can propagate faster than SH-wave towards particular directions (Thomsen 1986). 

Nevertheless, I excluded this possibility basing on a synthetic model of SH- and SV-wave ve-

locities in a VTI medium (Fig. 51). Two scenarios for the strongest (γ = 0.27) and the weakest 

(γ = 0.14) anisotropy among finally obtained models (Table 10) were tested, with common pa- 
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Fig. 50. Upper hemisphere projections of measured SWS data (white ticks) and the best fitting rock 

physics models (black ticks and background contours). Tick position indicates the azimuth and inclina-

tion of the ray-path, tick orientation indicates the fast shear-wave polarization, and colors and tick mark 

lengths indicate the magnitude of anisotropy. In (a) I show the result using the background VTI param-

eters derived from reflection seismic data, while (b) shows the same data zoomed in to the red box 

marked in (a), allowing the data to be inspected in more detail. In (c) and (d) I show the same for the 

case with background VTI parameters derived from the Backus-averaged well log, and in (e) and (f) I 

show the same for the case with background VTI parameters derived from the microseismic location 

velocity model. 
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Fig. 51. Velocity (independent of γ) marked in the red solid line; SH-wave velocity for the higher ani-

sotropy scenario (γ = 0.27) marked in the solid black line; SH-wave velocity for the lower anisotropy 

scenario (γ = 0.14) marked in the dashed blue line. In the background, a histogram of ray-path incidence 

angles of observation well at the toe end of the registered microseismic events is presented (right ordi-

nate) indicating the range of incidence angles sampled by SWS measurements.  

 

Fig. 52. Normalized misfit between the observed SWS and model values as a function of fracture density 

and strike, with background VTI parameters determined by (a) reflection seismic data, (b) Backus-av-

eraged well log, and (c) the microseismic event location velocity model. The best-fit model in each case 

is marked by the red +, the green-edged dots mark the model parameters sampled by the neighborhood 

algorithm while searching for the best-fit model, and the contours represent smoothed misfit surfaces 

fitted to these sample points, with the solid black line delineating the 95% confidence interval. 

rameters: VS0 = 2400 m/s, ε = 0.15, δ = 0.02. For this particular VTI media, the SV-wave can 

be slightly faster than SH-wave in case of the lower anisotropy scenario. However, in the range 

of incidence angles sampled by SWS measurements, the SH-wave velocity prevails, hence, the 

assumption of VTI fabric with vertical cracks remains valid. 

The observation well is close to the heel of the injection well, while the fracturing stages 

proceeded from the toe to the heel, as is common practice during hydraulic fracturing opera-

tions. Such geometry promotes the influence of the final stages of the stimulation by limiting 

the number of events from initial stages due to the S/N decay with the distance (Fig. 48). What’s 

more, it limits the available azimuthal coverage of splitting measurements where the maximum 

azimuthal span is provided mostly by events within the closest, i.e., final stages (Fig. 47). Con-

sequently, the unconstrained inversion of rock-physics parameters did not produce a stable re-

sult. The inversion became well-resolved after fixing the model’s VTI parameters. The 
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geophysical data sources used to constrain the inversion vary significantly in scale from seismic 

frequencies, through microseismic frequencies, and up to sonic logs (downscaled to 200 Hz by 

Backus averaging). Nevertheless, the obtained fractures strike and fracture density were con-

strained well for all three models (Fig. 52). 

The fracture strike of 102°–108° obtained using SWS data is close to the ca. 125° strike of 

the J2 fracture set obtained from XRMI log interpretation presented in Fig. 53 (Bobek and Jaro-

siński 2018). The J2 set has biggest contribution to the interval influencing SWS measurements 

and dominates in the Sasino formation (see Fig. 44b). It also contributes to the azimuthal ani-

sotropy as detected by 3D wide-azimuth P-wave seismic data (Cyz and Malinowski 2018), 

where similar fracture strikes were inferred (Fig. 54). Estimated fracture strike can be influ-

enced by a secondary fracture set J’ striking approximately 80°; however, trying to invert for 

two fracture sets did not result in any stable strike of second fracture set. 

The imaged direction differs by 45°–50° from the in-situ regional maximum horizontal 

stress orientation, which has an azimuth of ca. 155° (Jarosiński 2005). This indicates that the 

SWS measurements are imaging pre-existing natural fractures rather than new fractures created 

during stimulation, which would be expected to strike parallel to the maximum horizontal 

stress. However, this is to be expected when the geometry of observation and injection wells is 

considered: the ray paths from each of the stages are predominantly through the un-stimulated 

rock ahead (i.e. “heel-wards”) of the stimulation stages, and therefore can only image the pre-

existing natural fractures. 

Baird et al. (2017) showed how the anisotropic system could change as hydraulic fracturing 

proceeds and ray-paths switch from propagation through unstimulated rock to rocks that have 

been stimulated, resulting in a change in the dominant fracture strike from that of the pre-exist-

ing fractures to that of the present-day maximum horizontal stress direction (and the presumed 

orientation of the hydraulic fractures). Baird et al. (2017) also noted an increase in the fracture 

compliance ratio (ZN/ZT) representing the change from partially filled and poorly-connected old 

fractures to the “clean”, well-connected new hydraulic fractures (Schoenberg and Sayers 1995). 

To replicate such measurements, ray-paths through the already-stimulated volumes are re-

quired, which in turn would require an observation well at the toe end of the injection well for 

this particular well configuration. 

 
 

 

 

 

 

Fig. 53. Orientation of the subvertical frac-

ture sets (joints) in the monitoring borehole 

obtained from XRMI log interpretation 

(the interval contributing to SWS measure-

ments), the present-day maximum hori-

zontal stress direction (SHmax), and the 

estimated fracture strike. The dashed green 

line points to the direction of the stimu-

lated borehole horizontal segment. 
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Fig. 54. Map of the seismic azimuthal anisotropy orientation and magnitude averaged over Jantar, 

Prabuty, and Sasino formations obtained from the amplitude versus azimuth (AVAZ) analysis. Lines 

indicating fracture strike are color-coded by the magnitude of azimuthal anisotropy obtained from the 

azimuth-dependent analysis of reflection coefficients observed in reflection seismic data (Cyz and Ma-

linowski 2018). A value of 0 indicates that no anisotropy was observed. 

5.3 Conclusions from this chapter 

In this chapter, I used SWS observations and results from the previous chapter to invert ortho-

rhombic stiffness tensor and estimate the parameters of fractures within the stimulated rock 

volume. 

During the pilot hydraulic stimulation, significant SWS has been identified at the records 

of many microseismic events, indicating a presence of the anisotropy on the ray-path between 

receivers and the stimulated reservoir zone. After locating the events using the VTI velocity 

model, I took measurements of dt and φ on available records and performed a qualitative anal-

ysis of the measurements. Next, I have inverted the measurements for orthorhombic stiffness 

tensor and extracted fracture parameters. Inversion results show that the orthorhombic anisot-

ropy of the stimulated shale is dominated by the VTI fabric overprinted by weaker azimuthal 

anisotropy. Therefore, the SWS phenomenon occurring in the microseismic records may be 

utilized to measure the azimuthal anisotropy and estimate fracture density and their orientation 

within the reservoir. 

The imprint of the VTI fabric makes the inversion for fracture parameters more challenging 

than it otherwise would be. However, by incorporating constraints on VTI parameters from 

other geophysical measurements, such as reflection seismic and borehole logs, I was able to 
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invert the observed SWS measurements for a well-constrained estimate of fracture strike of 

102°–108° with fracture density of 0.09–0.14. 

The resulting fracture strike corresponds to the orientation of pre-existing fracture set J2 

obtained from the XRMI log and from the analysis of the surface seismic data. The J2 set, as 

indicated in the previous chapter, dominates the fracture propagation and influences the fracture 

openings more than the maximum horizontal stress direction. 

6. SUMMARY AND CONCLUSIONS 

In this thesis, I presented a set of techniques for subsurface characterization which enhance 

downhole microseismic monitoring performance in the context of hydraulic fracturing for a 

single vertical observation borehole geometry. The most important is the methodology of the 

VTI anisotropic velocity model traveltime-based inversion, which uses all P-, SH-, and SV-

waves present in anisotropic media, which most often is a case in the shale gas-related applica-

tions. Moreover, I provided a benchmark of proposed inversion methodology towards field ap-

plicability during ongoing hydraulic fracturing operations. 

Secondly, I presented a technique of a probabilistic event location algorithm allowing for 

a reliable assessment of a stimulation performance. This approach results in a 3D probability 

density function distribution used for the events’ location, due to accounting independently for 

uncertainties in both offset-depth and azimuth planes. Also, I included the description of fun-

damental and state of the art methodologies from fields of applied seismology and downhole 

microseismic monitoring. 

I demonstrated applications of developed techniques to the field data from the hydraulic 

fracturing monitoring campaign in Lower Paleozoic shale resource play in northern Poland, 

preceded by a complete workflow for microseismic data processing. The VTI anisotropic ve-

locity model inversion provided means for seismic velocities and anisotropy estimation, and 

hence, accurate mapping of microseismic events induced during a treatment. The obtained ac-

curate locations, supplemented by individual 3D uncertainty distributions, allowed to delineate 

the extent of the cloud of microseismic events. Therefore, it allowed obtaining information on 

the Microseismic Volume (geological formations being fractured) and the effectiveness of hy-

draulic treatment. 

Next, thanks to a reliable mapping of induced microseismicity, the SWS analysis could be 

successfully utilized to detect pre-existing fractures set most-probably controlling the develop-

ment of induced fractures in the stimulated reservoir. The adopted methodology for fracture 

characterization based on SWS observations allowed to measure the azimuthal anisotropy and 

estimate fracture density together with their orientation within the reservoir (between the re-

cording antenna and stimulated zone). Inverting the orthorhombic stiffness tensor by supple-

menting the VTI model with SWS observations of HTI anisotropy provided a complete 

description of the reservoir zone of interest, despite the challenging observation environment. 

Thanks to combining microseismic observations with the information provided by other meth-

ods, weaker HTI anisotropy dominated by VTI fabric was overcome to provide well-resolved 

information about the fracture system, regardless of narrow-azimuth observation geometry. 

According to my judgment, both synthetic and real data examples included in this thesis 

validated both hypotheses which initiated this research. 

Demonstrated synthetic studies proved that accounting for anisotropy during a process of 

velocity model building enhances the accuracy of microseismic event locations. Moreover, 

comparisons of microseismic event location error in anisotropic and isotropic velocity models 

showed the superiority of anisotropic approach (even with limited data) over various isotropic 

approaches. 
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Also, the case study presented in Chapter 5 successfully utilized the SWS phenomenon 

present in the microseismic records to estimate fracture density and their orientation within the 

analyzed shale gas reservoir. The obtained fracture orientation corresponded to the orientation 

interpreted from borehole XRMI data and surface seismic survey. 

Even though SWS may be very useful for subsurface characterization in terms of fractures 

and anisotropy imaging, a suitable monitoring geometry is required to extract desired features 

of the subsurface. For example, when the same geometry of observation and injection wells as 

in the presented case study is considered, SWS measurements are imaging pre-existing natural 

fractures since seismic waves travel predominantly through the un-stimulated rock ahead (i.e. 

“heel-wards”). On the other hand, in order to observe how the anisotropic system can change 

as hydraulic fracturing proceeds (e.g., new fracture opening, change in the dominant fracture 

strike, fracture connectivity, saturation) ray-paths through the already-stimulated volumes are 

necessary. It requires an observation well at the toe-end of the injection well in case of this 

particular well configuration. 

Described techniques together build up a comprehensive set of tools that can be applied in 

the industry practice for improving the quality of a final microseismic monitoring interpretation. 

Moreover, the included benchmark of a new technique of traveltime-based VTI anisotropic 

velocity model inversion showed, that it is feasible to become a nearreal- time on-site imple-

mentation during ongoing microseismic monitoring of hydraulic fracturing. 
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