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The overall theme of the 28th School of Hydraulics was Hydraulic Methods 

For Catastrophes: Floods, Droughts, Environmental Disasters. Most of the pres-

entations were therefore devoted to a variety of problems that may contribute to in-

crease our knowledge in the description or prediction of extreme situations that we 

deal with in aquatic environment and where hydraulic methods offer important solu-

tions. All the papers presented during the School (after thorough review procedure) 

are presented in this volume. 

Four keynote lectures were delivered during the event. Professor Gareth Pender 

from Heriot-Watt University from Edinburgh, UK, gave a talk on the developments in 

flood plain inundation modelling. His brilliant talk was devoted to flood risk man-

agement on a Scottish national scale. One of the discussed aspects was flooding in 

urban areas causing considerable economic and social losses. That problem was also a 

subject of another talk of Professor Wojciech Majewski from the Institute of Meteor-

ology and Water Management discussed from the perspective of an important Polish 

harbour city of Gdańsk. Professor Jarosław Napiórkowski from the Institute of Geo-

physics of the Polish Academy of Sciences considered the question whether natural 

and artificial flood impulses sustain high level of biodiversity in inundated river ter-

races. Doctor Jochen Aberle from the Technical University of Braunschweig from 

Germany and the Secretary of Hydraulic Instrumentation Section of IAHR gave an 

excellent overview of measurement techniques for the estimation of cohesive sedi-

ment erosion, particularly pronounced during a flood event.  
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The 28th International School of Hydraulics took place at the Podewils Castle in 

a small town of Krąg, the largest 15th century Knight’s Castle in Pomerania, the only 

castle on water in Poland. It is an unusually picturesque building set in ornamental 

grounds and is counted among the most interesting and beautiful ancient buildings in 

Europe. That fantastic surrounding created an unforgettable atmosphere of the meet-

ing. A tradition of the schools of hydraulics is also a study tour and this time it was 

the tour along the River Słupia offering extremely favourable conditions for power 

industry. Research on the use of the rivers' energy was carried out as early as in the 

middle of 19th century in that area and the conference participants could admire the 

original, old-fashioned machines and facilities, carefully maintained and tended, which 

are still working in the still existing hydro power stations.  

I wish to take this opportunity to express my appreciation to the members of the 

Scientific Committee, namely Professors Włodzimierz Czernuszenko, Janusz Kubrak, 

Wojciech Majewski, Marek Mitosek, Jarosław Napiórkowski and Romuald Szym-

kiewicz, for their contributions to the technical program and thorough review of all 

the papers. All the organization of the School was coordinated by Monika Kalinows-

ka, Anna Łukanowska and Anna Zdunek, and I wish to thank for their unfailing sup-

port which ensured the success of the meeting. I would also like to acknowledge the 

financial support provided by the Institute of Geophysics of the Polish Academy of 

Sciences and the Committee of Water Resources Management of the Polish Academy 

of Sciences and the Brewery Company Kompania Piwowarska. This year school was 

carried out under the auspices of the Committee for Water Resources Management of 

the Polish Academy of Sciences and the International Association of Hydraulic Engi-

neering and Research (IAHR). 
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Abstract  

This paper provides an overview on measurement techniques related to co-
hesive sediment erosion. Important hydraulic parameters governing the erosion 
potential of cohesive sediments are defined and methods for the determination of 
these parameters in field studies are discussed. An overview over the available in 
situ technology is given. For this purpose, the in situ instruments are classified in 
recirculating flumes, straight flow-through flumes, and miscellaneous devices. 
Hydraulic working principles, advantages and disadvantages of the devices are 
described. Results of recent comparative studies are summarized. 

1. Introduction 

The dynamical behavior of cohesive sediments is an important issue for many hydrau-
lic engineering applications such as the estimation of erosion and sedimentation in 
aquatic environments and artificial water bodies. This issue is also important for eco-
logical and environmental applications, since cohesive sediments may affect the health 
of aquatic ecosystems by degrading water clarity, smothering benthic communities, 
and acting as a secondary source of pollution. For example, during floods or other 
natural or artificial re-suspension events, contaminated sediment particles may be mo-
bilized and released into the water phase, affecting water quality and the ecosystem. 
Thus, the understanding of cohesive sediment erodibility is a prerequisite for the de-
velopment of sustainable management strategies for both fresh- and saltwater envi-
ronments. 

The erosive potential of cohesive sediments is governed by the interaction be-
tween the cohesive strength of the sediment bed and the acting fluid force. Thus, com-
pared to sand dynamics, cohesive sediment dynamics are much more complicated due 
to the complexity of relevant physical, chemical, and biological processes and their 
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spatial and temporal variability. For example, Berlamont et al. (1993) proposed a list 
of 28 parameters for the characterization of cohesive sediments. A significant propor-
tion of the current knowledge on the erosion potential of mud has been gained from 
laboratory studies (Black and Paterson 1997). However, laboratory studies have the 
significant shortcoming that physical, chemical, and biological/microbiological sedi-
ment properties cannot be simulated accurately (e.g., Young and Southard 1978, 
Amos et al. 1992a, Widdows et al. 1998, Paterson and Black 1999, Black et al. 2002). 
Testing field sediment samples in laboratory experiments is also not a complete solu-
tion to the problem as during sampling and transportation from the field to the labora-
tory the properties of the samples may be significantly changed. Thus, the application 
of laboratory results for field assessments, computer modeling, and/or theoretical de-
velopments is often not appropriate. In contrast, the data required for such tasks 
should be collected directly in the field over undisturbed beds (Black and Paterson 
1997).  

The objective of this paper is to provide an overview on measurement techniques 
and hydraulic instrumentation related to cohesive sediment erosion. In a first step, 
important hydraulic parameters governing the erosion potential of cohesive sediments 
are defined and methods for the determination of these parameters in field studies are 
discussed. Then, the state-of-the-art in situ technology is broadly reviewed and results 
from comparative studies found in the literature are presented. Finally, limitations and 
needs for further studies are discussed. It is worth mentioning that it is not the scope to 
provide detailed comments on the influence of biological and chemical parameters on 
cohesive sediment erosion − a review on this topic can be found in Paterson and Black 
(1999) and Black et al. (2002). 

2. Background 

The main purpose of investigations related to cohesive sediment erosion is the deter-
mination of the critical erosive shear stress and erosion rates. The physical processes 
governing cohesive sediment erosion provide the basis for the development and appli-
cation of adequate methods and instruments. 

2.1 Erosion rate 

The surface erosion rate E is defined as the mass of sediment eroded per unit bed area 
per unit time and it is related to the temporal change in bed elevation, dz/dt, as: 

 ( )d
dzE z
dt

= −ρ  (1) 

where z = bed elevation with an arbitrary origin (positive upwards), t = time, and  
ρd = dry bulk density of bed material (e.g., Mehta and Partheniades 1982). Alternative-
ly, E can be estimated considering the sediment flux from a defined bed section. The 
sediment flux consists of two components, resuspension rate ER and bed load rate EB. 
The first component, ER, refers to sediments which are directly transported in suspen-
sion after being eroded and the second component, EB, refers to sediments (or aggre-
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gates) which move as bed load. Thus, for open systems (i.e., eroded sediments are 
washed out of the flume and are not accumulated in the erosion channel), the continui-
ty equation for the solid phase can be written according to (Debnath et al. 2007): 

 ( ) ( )
BR

B
d

EE E

HC qC dzq z
t x x dt

∂ ∂∂
+ + = −ρ

∂ ∂ ∂
 (2) 

where C = suspended sediment concentration (SSC), H = channel height or flow 
depth, q = specific water discharge, qB = specific bed load, and x = longitudinal coor-
dinate along the flow direction positive with an arbitrary origin.  

According to Eq. (2), erosion rate can be measured by two independent methods. 
The first method, related to the right-hand side of Eq. (2), is monitoring the evolution 
of bed elevation with time. This method requires information on ρd(z) which may be 
obtained from bed samples. A drawback of this method is the limited accuracy of bed 
monitoring techniques when being applied in muddy environments. Optical systems 
are influenced by turbidity and acoustic systems need, in general, a sufficient amount 
of sand in the bed mixture for adequate signal strength, i.e., their applicability in pure 
muddy environments without any sand in the bed material is restricted. Nonetheless, 
recent studies showed that such measurements provide new insights into the erosion 
process of mud-sand mixtures (e.g., Debnath et al. 2007, Plew et al. 2007). 

An alternative approach for the determination of dz/dt in laboratory investiga-
tions is the use of special flumes with an open-bottomed test section, through which a 
coring tube containing the sediment sample can be inserted (e.g., Jepsen et al. 1997, 
Kern et al. 1999, Roberts et al. 2003). The shear caused by the flow causes sediment 
erosion in the core and, therefore, the sediments are continually moved upwards dur-
ing the measurements by an operator so that the sediment-water interface remains 
level with the flume bottom. Erosion rate is recorded as the upward movement of the 
sediments in the coring tube. However, a disadvantage of this method is the abrupt 
change in roughness of the boundary between the flume floor and the sediment core 
(Roberts et al. 2003). 

The second method to estimate erosion rate is related to the left hand side of  
Eq. (2) and consists of sediment flux measurements, i.e., SSC and bed load. So far, the 
bed load component has been neglected in most cohesive sediment studies as it has 
often been assumed that fine grained sediments are entrained directly into suspension 
under most flow conditions. However, recent studies showed that bed load may, in 
principle, contribute significantly to total erosion (Mitchener and Torfs 1996, Aberle 
et al. 2004, Debnath et al. 2007). For example, Mitchener and Torfs (1996) found for 
mud-sand mixtures that muddy layers are eroded predominantly directly into suspen-
sion, whereas sand layers are eroded into bed load. Moreover, for pure cohesive and 
consolidated beds, large aggregates or lumps of bed material may be transported as 
bed load. However, direct field measurements of EB over cohesive beds (in terms of 
eroded mass) are sophisticated and a satisfying measurement system is not yet avail-
able. Therefore, Debnath et al. (2007) and Plew et al. (2007) used Eq. (2) to estimate 
the bed load component EB from measurements of E and ER. 
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The erosion rate due to resuspension, ER, is generally estimated from turbidity 
measurements using turbidimeters (e.g., Optical Backscatters (OBS) or photodetec-
tors). The corresponding readings are calibrated against SSC, where SSC is usually 
determined from water samples. Thus, knowing the suspended sediment concentra-
tion, flow depth, and flow rate, the resuspension rate ER can be calculated. 

2.2 Experimental procedure and data interpretation 

Both in situ and laboratory measurements of cohesive sediment erosion are often 
based on an experimental procedure in which shear stress is increased stepwise to 
constant levels during fixed time steps or intervals, usually 10 to 20 min (e.g., Par-
chure and Mehta 1985, Amos et al. 1992a, Aberle et al. 2003). During these time in-
tervals, erosion rates are estimated using the aforementioned methods. A typical time 
series of flow velocity and SSC is displayed in Fig. 1. The figure shows that at the 
beginning of each experimental step (interval) with an increased flow velocity (and 
hence bed shear stress), erosion rate is often initially high and then decreases with 
time. In the literature, such a behavior has been associated with two potential mechan-
isms: (1) the structure of the (consolidated) bed; and (2) transient hydrodynamic ef-
fects. Aberle et al. (2006) investigated the significance of transient hydrodynamic 
effects analyzing velocity data obtained by Acoustic Doppler Velocimeter (ADV) 
measurements and concluded that these effects can be neglected. Thus, the erosion 
pattern shown in Fig. 1 is most likely solely due to the structure of the bed (see also 
Zreik et al. 1998, Krone 1999). This becomes also obvious from Eq. (1), in which 
ρd(z) is a significant parameter. 
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Fig. 1. Time series of the centreline flow velocity in an erosion channel (measured by an Ott-
flow meter; triangles), ambient SSC (diamonds), and SSC at the end of the erosion channel 
(squares) for an experiment carried out in the Styx River near Christchurch, New Zealand. 
Once the critical threshold for erosion is exceeded, erosion increases sharply at the onset of 
each velocity level and then decreases. 
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The erosion process of cohesive beds is often classified using two erosion types 

(e.g., Paterson and Black 1999). Depth-limited (type I) erosion occurs due to a large 
vertical gradient in the bed shear strength, which depends on a number of factors such 
as sediment characteristics, deposition history, and consolidation. In this case, erosion 
ceases when the bed erodes down to the level where the bed shear strength τs within 
the consolidated bed is in equilibrium with the applied bed shear stress (e.g., erosion 
event at 3500 s in Fig. 1). After erosion of the upper sediment layer, the initial erosion 
rate may still be high in further experimental steps, but then erosion rate may reduce 
and reach a constant value (e.g., erosion event at 4300 s in Fig. 1). In this case the 
erosion process can be described as sharing features from two erosion types, depth-
limited erosion (type I) and steady-state (i.e., constant) erosion, defined as type II ero-
sion. Steady-state erosion (type II) is characterized by a constant erosion rate and is 
expected for uniform beds when the bed shear strength does not change with sediment 
depth (e.g., Mehta and Partheniades 1982, Parchure and Mehta 1985, Zreik et al. 
1998). It is worth mentioning that the shared erosion type shown in Fig. 1 may be an 
artefact of the experimental procedure, as one may infer that the time duration for each 
velocity step of 10 min in Fig. 1 is insufficient for the condition τB = τs to be attained 
(Aberle et al. 2006). 

The erosion types and associated formulas describing the erosion mechanisms 
have been introduced to support interpretation of experimental data and to calculate 
erosion rates from such data. Several formulations have been derived in which erosion 
rate is described in terms of the excess bed shears stress concept, i.e., erosion occurs 
as long as bed shear stress is larger than the critical stress at the bed. Using a power 
law function, this concept can be formulated as: 

 ( )( ) ( ) n
b cE M z z= τ − τ  (3) 

where M(z) is an empirical erosion constant with its dimension depending on the ex-
ponent n, τb is the bed shear stress, and τc(z) is the critical bed shear stress for erosion 
which may vary with depth z (Maa et al. 1998, Ravens and Gschwend 1999, Mehta 
and Parchure 2000).  

However, the use of Eq. (3) for determination of erosion rate is not straightfor-
ward because both M(z) and τc, and a variety of physical, chemical and biological 
factors influencing them, are unknown functions of sediment depth (Aberle et al. 
2004). Furthermore, erosion is a highly dynamical process (see Fig. 1) and there is a 
lack of consistency in the way the various parameters from field deployments are in-
terpreted. For example, in some investigations E is defined as the initial erosion rate 
after application of a new bed shear stress (e.g., Amos et al. 1992a, Maa et al. 1998, 
Houwing 1999), Ravens and Gschwend (1999) define erosion rate as the rate of sedi-
ment resuspension after some initial response has passed, while other investigators 
averaged erosion rates over each velocity step (e.g., Andersen et al. 2002). Obviously, 
such diverse definitions can result in different values for erosion rate from the same 
experimental data set, aggravating a direct comparison of the experimental results. 
Sanford and Maa (2001) developed a time dependent solution for Eq. (3) for n = 1 and 
the special case of a step-wise increase of bed shear stress that incorporates both types 
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of erosion. This solution was used by Aberle et al. (2004, 2006) to develop a method 
for data interpretation from field studies taking into account the time dependency of 
the erosion process.  

2.3 Bed shear stress estimation 

Equation (3) shows that bed shear stress is a key parameter in cohesive sediment stud-
ies, since it determines erosion rates and erosion rate parameters. However, estimation 
of bed shear stress during bed erosion is difficult and, therefore, bed shear stress is 
generally estimated from calibration curves. These curves are obtained under con-
trolled conditions by determining bed shear stress in the erosion channel using hydro-
dynamic measurements and relating these estimates to bulk properties of the flow such 
as mean flow velocity or flow rate. Flow velocity in the erosion channel is usually 
measured by current meters and/or velocimeters or estimated using the equation of 
continuity (given the flow rate is known). Methods to determine bed shear stress used 
in cohesive sediment studies range from direct measurements with skin friction probes 
to indirect estimates using pipe flow laws (e.g., Moody-Diagram), analyses of the 
vertical velocity profile and/or near bed turbulence properties, and testing quartz se-
diment samples with a known critical shear stress for incipient motion (i.e., once the 
particles start moving, the corresponding critical shear stress is related to the applied 
forcing mechanism of the apparatus). A detailed description of these methods is 
beyond the scope of this paper and a review on this topic can be found in Rowiński 
et al. (2005). 

So far there is no standard procedure available for bed shear stress calibration of 
in situ devices. Thus, discrepancies in bed shear stress estimates due to these different 
methods may be interpreted as an important factor which prevents a rigorous compari-
son of erosion rates. Another important issue is the influence of roughness, turbulence 
properties, and flow structure on bed shear stress. The use of calibration curves (which 
were often obtained over well defined surfaces such as wooden beds or sandpaper; 
e.g., Aberle et al. 2003) implies that the roughness of natural cohesive beds is similar 
to the roughness used during instrument calibration. However, this is not necessarily 
the case as the roughness of cohesive beds can be quite variable (e.g., Black and Pater-
son 1997). Besides, Debnath et al. (2007) showed that bed roughness may change signifi-
cantly during erosion and, therefore, τb does not necessarily follow calibration curves.  

The influence of turbulence properties on bed shear stress is related to the fact, 
that most erosion devices are closed conduits and, therefore, the size of the turbulent 
eddies is not comparable to the eddy-sizes observed under natural flow conditions 
(Rowiński et al. 2005). Furthermore, in environments with high SSC, fluid properties 
may be altered due to large amounts of particles in the fluid (e.g., Wang and Larsen 
1994). Another issue is related to the general flow structure. For example, in estuarine 
or coastal environments oscillatory wave activity may be the key erosion process in-
stead of shear stress imposed by unidirectional flow (Jepsen et al. 2004). Last but not 
least it must be mentioned that secondary currents in flumes may result in a non-
uniform shear stress distribution across the erosion channel (e.g., Gust and Müller 
1997). Consequences of all these factors on the estimation of erosion rates have not 
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been investigated in depth yet in cohesive sediment erosion studies, showing that ade-
quate bed shear stress estimation is still an open question.  

3. In situ devices 

Various in situ instruments have been built since the 1970’s to investigate cohesive 
sediment dynamics. The design of these instruments has been a compromise between 
various factors, such as costs, portability, number of required operators, duration of 
erosion tests, required water supply, fluid flow in the instrument, objective of the in-
vestigation, required data, etc. (Black and Paterson 1997). In general, the instruments 
are operated in either submerged or sub-aerial conditions (i.e., open to the air). When 
being operated in sub-aerial conditions, additional water supply is often required 
which may limit the use dependent on the deployment site.  

A detailed review on in situ technology available until 1997 can be found in 
Black and Paterson (1997). Since then, various new devices have been developed and 
it is the scope of this section to provide an updated overview on the existing in situ 
technology. For this purpose, the existing instruments are subdivided into two groups: 
(1) benthic flumes; and (2) miscellaneous devices. Benthic flumes, in turn, are subdi-
vided into recirculating and flow-through types. In the following, the basic principles 
of the instruments are briefly outlined. For detailed information on each device as well 
as the deployment protocol, the reader is directed to the corresponding source.  

3.1 Recirculating in situ flumes 

Recirculating in situ flumes are parallel-walled rectangular channels with either an 
annular or race-way plan view (see Table 1). When deployed, a skirt or flange around 
the outer walls prevents penetration of the flume into the bed. Recirculating flumes are 
closed systems and as erosion proceeds the water inside the flume gradually becomes 
saturated with suspended sediments. Therefore, the change of concentration C with 
time t is always non-negative (dC/dt > 0) unless sediment deposition occurs or water 
infiltrates from outside the device.  

Table 1 

Recirculating in situ flumes 

Source Shape Instrument name Use 

Peirce et al. (1970) annular − sub-aerial 
Nowell et al. (1985) race-way SEADUCT submerged 
Amos et al. (1992b) annular Sea Carousel submerged 
Houwing and van Rijn (1992) race-way ISEF sub-aerial 
Maa et al. (1993, 1995) annular VIMS Sea Carousel submerged 
Black and Cramp (1995) race-way − sub-aerial 
Widdows et al. (1998) annular PML in situ AF sub-aerial 
Thompson and Amos (2002) annular AMF sub-aerial 
Bale et al. (2006) annular PML MAF sub-aerial 
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In annular devices, the channel floor is formed by the natural sediment and the 
eroding flow is driven by different methods, such as a rotating lid (e.g., Maa et al. 
1993, Widdows et al. 1998), a rotating lid with paddles (e.g., Amos et al. 1992, 
Thompson and Amos 2002, Bale et al. 2006), or by paddles (e.g., Peirce et al. 1970). 
An advantage of the annular shape is that the “infinite” flow length results in a fully 
developed boundary layer. Hence, bed shear stress can be estimated from measured 
velocity profiles using the logarithmic formula. However, this advantage is offset by 
inherent secondary currents causing a non-uniform shear stress distribution across the 
channel. It is worth mentioning that, in laboratory investigations, the effect of second-
ary currents can be minimized by counter-rotating the outer channel-wall (e.g., Krish-
nappan 1993, Schweim 2005).  

In contrast to the annular geometry, race-way shaped flumes have a relatively 
long straight open-bottomed test section connected to short high-curvature sections 
leading to and from a return flow channel with a fixed bed. Race-way flumes are 
oriented horizontally (Black and Cramp 1995) or vertically (Nowell et al. 1985, 
Houwing and van Rijn 1998) and the flow is driven by a propeller (Black and Cramp 
1995), paddles (Houwing and van Rijn 1998), or a pump (Nowell et al. 1985). Hence, 
unlike in annular flumes, suspended flocs in the water column may be broken by the 
flow driving system. Although it is assumed that the racetrack shape reduces the mag-
nitude of the secondary currents, the boundary layer may not be fully developed in the 
test section (Houwing and van Rijn 1998). 

3.2 Straight benthic flow through flumes 

Flow-through flumes, summarized in Table 2, are designed as straight canals or con-
duits with an open bottom. Most devices consist of a contracting, open-mouthed en-
trance section, a straight erosion section, and a straight fixed-bed section. They are 
enclosed by an upper lid or open to the air when used in submerged or sub-aerial con-
ditions, respectively. Similar to recirculating flumes, a skirt or flange around the outer 
walls prevents penetration of the flume into the bed. Flow-through flumes are open 
systems and the eroded sediment is lost at the flume outlet. Thus, when erosion ceases 
SSC decreases and in contrast to recirculating flumes, both dC/dt < 0 and dC/dt > 0 
are possible.  

The flow in straight flumes is driven by propellers (Scoffin 1968, Hawley 1991, 
Aberle et al. 2003, Debnath et al. 2007, Plew et al. 2007), pumps (Young 1977, Man-
zenrieder 1983, Gust and Morris 1989, Ravens and Gschwend 1999, Krishnappan and 
Droppo 2006) or by gravity (sub-aerial devices of Grissinger et al. 1981, Cowgill 
1994). In flumes where water is sucked through the channel, the entrance section is 
usually designed to be similar to that of a wind tunnel to smooth out entrance effects. 
As an example for a straight flow-through flume the NIWA in situ flume I, described 
in detail by Aberle et al. (2003), is shown in Fig. 2. 

Due to the straight erosion section, effects of secondary currents are assumed to 
be minimal in straight flumes. On the other hand, straight flow-through flumes are 
often criticized because the boundary layer may not be fully developed in the test sec-
tion, which may introduce significant uncertainties in bed shear stress estimates using 
the logarithmic formula. However, Young and Southard (1978) and Ravens and 
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Gschwend (1999) pointed out that this effect was not crucial in their studies. The re-
quirement of a fully developed logarithmic profile for estimating the bed shear stresses 
can be avoided either by using stress probes (Gust and Morris 1989) or by measuring 
near-bed turbulence parameters (e.g., Aberle et al. 2003, Debnath et al. 2007). 

Table 2 
Straight flow through flumes 

Source Name Use 

Scoffin (1968) 
Neumann et al. (1970) Underwater flume submerged 

Young (1977) 
Young and Southard (1978) SEAFLUME submerged 

Grissinger et al. (1981)1 Portable flume sub-aerial 
Manzenrieder (1983) Strömungskanal sub-aerial 
Gust and Morris (1989) SEAFLUME submerged 
Hawley (1991) − submerged 
Cowgill (1994)1 − sub-aerial 
Ravens and Gschwend (1999) FLUME submerged 
Westrich and Schmid (2003) EROMOB submerged 
Aberle et al. (2003) NIWA in situ flume I submerged 
Krishnappan and Droppo (2006)  submerged 
Debnath et al. (2007) NIWA in situ flume II submerged 
Plew et al. (2007) NIWA in situ flume III submerged 

 
1 described in Black and Paterson (1997) 

OBS-3 sensors

Photodetectors

Ott current meter

Motor ADV hatches

Flume
entrance

Water sampling system

Working area  
Fig. 2. The NIWA in situ flume I. The flume has been designed as a straight benthic flow-through 
flume and is equipped with OBS-3 sensors, photodetectors, an Ott current meter, and a water 
sampling system. Special ADV-hatches allow for ADV calibration measurements inside of the 
flume. Note that the wheels are uplifted during operation; handles and frames attached to the 
flume are removable. For a description of the operation of the flume refer to Aberle et al. (2003).  
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3.3 Miscellaneous devices 

Miscellaneous devices, summarized in Table 3, are mostly based on alternative me-
thods of assessing the potential for erosion of cohesive beds rather than erosion caused 
by flowing water. The used methods comprise erosion due to vertical jets (Paterson 
1989), vertically oscillating grids (Tsai and Lick 1986, PES), rotating flows in small 
cylinders (Gust 1991, Schünemann and Kühl 1991), shear strength testing using a 
shear pad (which is a field-modification of a standard uniaxial shear test instrument; 
Faas et al. 1992), or an erosion bell (Williamson and Ockenden 1996, and SedErode), 
and shear vane testing (Bassoullet and Le Hir 2007). The footprint of these devices is 
generally much smaller than the footprint of benthic flumes.  

Table 3 

Miscellaneous devices 

Source Name Method 

Faas et al. (1992) INSIST shear pad 
Tsai and Lick (1986) Shaker oscillating grid 
Paterson (1989); Vardy et al. (2007)
Tolhurst et al. (1999) CSM vertical jet 

Schünemann and Kühl (1991) EROMES rotating flow 
Gust (1991) Microcosm rotating flow 
Williamson and Ockenden (1996) ISIS erosion bell 
Delft Hydraulics1 PES oscillating grid 
HR Wallingford2 SedErode erosion bell 
Bassoullet and Le Hir (2007) − shear vane 

 
1 described in Cornelisse et al. (1997);   2 described in Tolhurst et al. (2000) 

4. Comparative studies 

The listed in situ technology in Tables 1-3 reveals that an abundance of unique  
instruments has been developed with different operation principles, geometries, and 
test-section sizes. Bearing in mind the known limitations related to data acquisition 
and interpretation as well as the problems faced in the field during deployments, sur-
prisingly few comparative studies have been carried out until today. Relevant compar-
isons, where different instruments have been applied simultaneously over the same 
sediment, are described by Cornelisse et al. (1997), Tolhurst et al. (2000) and 
Widdows et al. (2007).  

Cornelisse et al. (1997) used a kaolinite bed over which PES, EROMES, ISIS, 
and ISEF were tested (see Table 1 and 3). The results of the tests with these devices 
were also compared to data obtained in an annular laboratory flume. This comparison 
showed that all instruments were able to establish an accurate and reproducible value 
for critical shear stress but that estimates of erosion rate parameters varied significant-
ly, which was partly associated with spatial and temporal variations of bed shear stress 
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and bed strength. Therefore, Cornelisse et al. (1997) concluded that the error in meas-
ured erosion rate is mainly related to footprint size of the instruments. 

Tolhurst et al. (2000) compared Microcosm, ISEF, SedErode, and CSM (see Ta-
ble 1 and 3) in a natural environment and found that erosion threshold was relatively 
comparable between these devices. On the other hand, Tolhurst et al. (2000) found 
that erosion rate estimates were not comparable between the different devices, con-
firming the findings of Cornelisse et al. (1997). This fact was attributed to fundamen-
tal differences between the erosion devices (e.g., flow structure, bed-shear stress cali-
bration, etc.) as well as to deployment time, and instrument size.  

Widdows et al. (2007) compared five erosion devices (PML in situ AF, PML 
MAF, AMF, CSM, and EROMES; see Table 1 and 3) and found good agreement be-
tween similar erosion devices (e.g., annular flumes). On the other hand, they identified 
significant differences comparing the three investigated basic types of erosion devices, 
confirming again the studies of Cornelisse et al. (1997) and Tolhurst et al. (2000). 
Widdows et al. (2007) concluded that the main cause of the observed differences  
is the manner in which the shear stress is applied to the bed. In this context, Debnath 
et al. (2007) found that data obtained from two similar straight flumes deployed at 
identical locations were comparable, although a time period of three years separated 
the two measurement series.  

5. Summary and conclusions 

This paper presents an overview of measurement techniques for the estimation of co-
hesive sediment erosion. Based on the definition of the surface erosion rate E, relevant 
physical parameters were identified and methods for their determination briefly de-
scribed. As several studies have shown that the application of laboratory results for 
field assessments, computer modeling, and/or theoretical developments is often not 
appropriate, the main focus was set on a review and summary of existing in situ ero-
sion devices. The influence of biological and chemical parameters on cohesive sedi-
ment erosion was not addressed specifically, since the scope of the paper was related 
to hydraulic instrumentation.  

The review of the existing in situ instruments revealed that an abundance of de-
vices exists (thirty of them are listed in this paper) which can be broadly subdivided 
into benthic flumes and miscellaneous devices. Each device is a unique piece of 
equipment which was developed according to specific needs and boundary conditions. 
This means that each individual instrument has its specific advantages and disadvan-
tages and, hence, it is not possible to evaluate which instrument is best. Nonetheless, 
within the last years the instruments have been steadily improved on the basis of expe-
riences from previous investigations. One such example is the development of the 
NIWA in situ flumes (see Table 2). The latest prototype, described in Plew et al. 
(2007), may now be used in deeper waters, is lighter, better equipped, and easier to 
handle than its antecessors.  

Comparative studies between different instruments revealed that instruments 
based on the same principle of operation yield similar results for critical shear stresses 
and erosion rates. On the other hand, erosion rates obtained with devices based on 
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different working principles are not directly comparable. In the literature, this has been 
associated with different factors such as footprint size, mode of bed shear stress appli-
cation, bed shear stress calibration, etc. It is interesting to note that a direct compari-
son of a straight in situ flow-through flume with recirculating flumes and/or miscella-
neous devices has not yet been carried out under field conditions. This is somewhat 
surprising, as several types of straight flow-through flumes exist. Thus, to gain more 
insight into the performance of such instruments and to explore the comparability of 
the results of the abundance of studies related to cohesive sediment erosion found in 
the literature, such a comparison would be desirable. Last but not least, it would also 
be desirable to compare the results of in situ devices with data from specifically  
designed large scale field experiments in canals or rivers, where hydraulic parameters 
and erosion are directly assessed during a flood event. Although this is a challenging 
task, such data should provide further insight into the erosion processes of cohesive beds. 
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Abstract  

To prevent the natural aquifer contamination, the chosen site verification of 
the practical mathematical model (equation) of conservative contaminant trans-
port in a groundwater stream was presented. This model includes, except of the 
advection and dispersion processes, the source (negative) term of reversible sorp-
tion which can be described by the well-known non-linear Freundlich adsorption 
isotherm in relation to statics of this process. In this 2D-mathematical model the 
numerical solution (using the finite difference method) was used, based on the 
previously calculated values of the longitudinal and transverse dispersion coeffi-
cients (Dx, Dy) as well as the non-linear adsorption parameters (K, N). The calcu-
lated maximal values of chloride concentrations based on this mathematical 
model (with and without adsorption term) were compared with the measured 
chloride concentrations in the piezometers installed in the chosen natural aquifer 
for the site verification. 

1. Introduction 

To describe the contaminant concentration fields in a groundwater stream, the pra-
ctical 2D-model of conservative contaminant transport was worked out in this paper, 
combining simultaneously advection, dispersion and physical adsorption processes.  

To describe the physical adsorption process, the well-known Freundlich non-
linear isotherm was accepted, which is widely applied to practice in relation to statics 
of this process (Chiang 2005, Alvarez 2006).  

In the further analysis, based on this presented model (equation), the calculated 
maximal values of chloride concentrations (with and without adsorption term) were 
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compared with the measured chloride concentrations in the existing piezometers cho-
sen for the site verification and installed in the natural aquifer.  

2. Approach and methods  

Concern over the potential for migration of wastes in the subsurface has generated a 
great deal of interest in the mechanisms responsible for contaminant transport through 
groundwater systems.  

To prevent the deterioration or even catastrophe of groundwater quality, it has 
become necessary to develop a methodology for description, analyzing, monitoring 
and predicting (in the form of various mathematical models) the movement of conta-
minants through the saturated zones (Chiang 2005).  

2.1 Description of conservative contaminant transport in groundwater  

To describe conservative and passive contaminant transport in groundwater stream 
incorporating the reversible sorption term, the well-known practical 2D-model was 
used, resulting from the transport continuity equation (Chiang 2005, Alvarez 2006):  

 
2 2

2 2 ,x x y
C C C C Su D Dt x m tx y

ρ∂ ∂ ∂ ∂ ∂+ = + −
∂ ∂ ∂∂ ∂

 (1) 

where: C = the solute concentration in flowing groundwater in aqueous phase (in the 
local equilibrium conditions); S = the mass of the solute species adsorbed on the 
grounds per unit bulk dry mass of the porous medium (in the local equilibrium condi-
tions); ux = component of the average (real) seepage velocity in pore space along the x 
axis (as pore velocity of groundwater); Dx = component of the longitudinal dispersion 
coefficient along the x axis; Dy = component of the transverse dispersion coefficient 
along the y axis; ρ = the bulk density of the porous medium; m = the effective porosity 
of the porous medium; t = co-ordinate of time; (x, y) = Cartesian co-ordinates of the 
assumed reference system.  

Equation (1) assumes one-dimensional flow of groundwater along the x axis; 
hence, both the components of the average (real) seepage velocities in pore space  
(uy = uz = 0) and the advection terms (uy

 ∂C/∂y = uz
 ∂C/∂z = 0) can be neglected.  

Assuming also in Eq. (1) the 2D-contaminant transport along the x and y axes, 
the dispersion term (Dz∂2C/∂z2 

 

= 0) along the vertical axis z can be treated as negli-
gible, simulating in the further analysis the longitudinal (Dx∂2C/∂x2) and transverse 
(Dy∂2C/∂y2) dispersion of flowing contaminant mass in the aquifer.  

The longitudinal and transverse dispersion coefficients (Dx and Dy) which are be-
ing considered in Eq. (1), called also the hydrodynamic dispersion coefficients, consist 
of both the terms representing mechanical dispersion coefficients (αLux and αTux) and 
the effective (modified) molecular diffusion (τDM) (Chiang 2005).  

Thus, the values of hydrodynamic dispersion coefficients take the form:  

 x L x M

y T x M

D u D
D u D

α τ
α τ

= +

= +
 (2) 
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where: (αL, αT) = the constants of the longitudinal and the transverse dispersivity along 
the x and y axes; DM = the molecular (effective) diffusion coefficient; τ = the dimen-
sionless tortuosity parameter of the porous medium.  

The constants of the dispersivity (αL) and (αT) depend on the scale (length) of 
contaminant region (plume) spreading in the aquifer. Detailed description of the dis-
persivity (αL) and (αT), as a macro-dispersion process, is given among other things in 
(Chiang 2005, Alvarez 2006).  

The values of molecular (effective) coefficients (DM) are generally very low, 
based on laboratory and site surveys for the various graining (porosity) of the ground 
media being considered. Thus, in most cases they can be negligible in Eq. (2) for cal-
culations of the hydrodynamic dispersion coefficients (Chiang 2005).  

The tortuosity parameter (τ), which expresses the solute mass flow along longer 
available pathways through the pore space is described in (Zhang 2004).  

The (∂S/∂t) term in Eq. (1) represents generally the negative source term of the 
reversible sorption (as the adsorption-desorption system) connected with the mass 
exchange phenomenon, which expresses the relationship ∂S/∂t = f (C, S) between the 
mass of the solute species adsorbed on the grounds per unit bulk dry mass of the por-
ous medium (S) and the solute concentration in flowing groundwater in aqueous phase 
(C) (Chiang 2005, Alvarez 2006). 

Making an assumption of the local equilibrium condition between phases – 
aqueous (free) and sorption (solid) – function S = f (C) implicates that the sorption 
term (∂S/∂t) in Eq. (1) can be replaced by the expression (∂S/∂C·∂C/∂t).  

Equation (1) may be written in the following form, taking into account the above 
remark and by factoring out the term (∂C/∂t):  

 
2 2

2 21 .x x y
C CS C Cu D Dt m C x x y

ρ∂ ∂⎛ ⎞∂ ∂ ∂+ + = +⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠
 (3) 

As a result of detailed literature review, in the case of reversible sorption assump-
tion (as negative source term) in Eq. (3) by (∂C/∂t) term, the constant expression  
R = [1 + (ρ/m) (∂S/∂C)] will always be found, which is known as the retardation factor 
in the literature (Chiang 2005, Alvarez 2006).  

In the further analysis the well-known empirical equation of the Freundlich iso-
therm was accepted for the assumption of local equilibrium of concentrations. For 
such equilibrium-controlled state, it can be assumed that the rate of the reversible ad-
sorption process is equal to zero (∂S/∂t = 0) in relation to the ground medium with the 
finite adsorbing capacity (for a constant temperature and negligible value of the irre-
versible chemical sorption) (Chiang 2005, Alvarez 2006).  

The Freundlich non-linear isotherm as a more general equilibrium relationship, 
assumes that the sorbed concentration (S) is not directly proportional to the dissolved 
concentration (C). The proportion between concentrations (S) and (C) is fitted in most 
cases to the exponential relationships with relatively higher concentrations of flowing 
contaminants in natural groundwater stream in the form (Chiang 2005):  
 ,NS K C= ⋅  (4) 
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where: K, N = the parameters of the Freundlich non-linear isotherm; (K = the Freun-
dlich constant; N = the Freundlich exponent, that depends on the solute species, the 
nature of the porous medium and other conditions of the system).  

Taking into account Eq. (4), the advection-diffusion Eq. (3) may be written in the 
dimensionless form:  

 
2 2

1 1 12 2x y
C C C CA A D A D
τ ξ ξ η

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗∂ ∂ ∂ ∂

+ = ⋅ + ⋅
∂ ∂ ∂ ∂

 (5) 

taking also into account the auxiliary dimensionless parameters:  

 

1( 1) ( 1)
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 (6) 

where: L = the measured distance from the source of the contaminant outflow (injec-
tion) to the last calculated ground-cross section in the ground, treated as a known 
length of the solution area in the numerical calculations of the transport equation  
(L  105.0 m); Co = the initial measured contaminant concentration in the source of 
the contaminant outflow (injection) into the chosen natural aquifer, treated as the 
known initial concentration in the numerical calculations of the transport equation  
(Co  296.0 g m–3) (Aniszewski 2005).  

For numerical solution of Eq. (5), the initial and boundary dimensionless condi-
tions were also assumed in the form:  

− initial condition:  

 ( )
( )
0 , 0 , 0 0

0, 0, 0 1
C
C

ξ η τ
ξ η τ

∗

∗

⎫〈 ≤ ∞ 〈 ≤ ∞ = = ⎪
⎬= = = = ⎪⎭

 (7) 

− boundary conditions:  
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ξ η τ
ξ η τ
ξ η τ

∗

∗

∗
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 (8) 

These conditions, as Eqs. (7) and (8), are related to the considered semi-confined 
plane of groundwater flow. In this analysis, taking into account the symmetry, the area 
of flow was considered for (0 ξ ≤ ∞) and (0 η ≤ ∞). In the further analysis the aste-
risk symbol for concentration values has also been neglected (C* = C). For numerical 
solution of Eq. (5), the differential “upstream” scheme was used, eliminating at the 
same time the effect of “numerical diffusion” for the Courant number Ca = 1 and the 
effect of “numerical dispersion” for the Peclet number Pe ≤ 2 (satisfying also the con-
sistency, stability and convergence conditions in the solution) (Szymkiewicz 2000, 
Chiang 2005). Numerical solution of Eq. (5) was obtained for both the earlier calcu-
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lated values of the contaminant dispersion coefficients (Dx, Dy) according to Eq. (2), 
and non-linear adsorption parameters (N, K) according to Eq. (4) (Aniszewski 2005).  

Based on the accepted literature numerical values of the longitudinal and trans-
verse dispersivity (αL, αT), the numerical values of the contaminant dispersion coeffi-
cients according to Eq. (2) are Dx  7.93 10–3 m2 s–1 and D  3.96 10–4 m2 s–1, respec-
tively. However, the numerical values of the non-linear adsorption isotherm parame-
ters according to Eq. (4) are K  0.4132 m3 g–1 and N  0.6122, respectively, using  
at the same time sodium chloride (chloride anions Cl

–
) as the accepted indicator in  

the our own, earlier so-called “batch” laboratory research with immobile groundwater 
(Aniszewski 2005).  

2.2 Description of the site verification being considered  

From among many conservative indicators determined in the site research by the Insti-
tute of Environmental Development in Poznań(chlorides, sulfates, phosphates) for the 
site verification of Eq. (5), describing contaminant transport in the aquifer, chlorides 
were chosen in spite of relatively low adsorbing capacity of this indicator in relation to 
granular materials (Aniszewski 2005, Alvarez 2006). Based on the general literature 
analysis, it can be concluded that the chloride adsorbing capacity will be relatively 
greater both in the case of chloride flow in natural aquifers with relatively small grain-
ing (for example in sandy ground media) and in the case of appearance in these natural 
aquifers of admixtures of various substances, for example, with micro-porous structure 
increasing also the adsorbing capacity of these aquifers (Aniszewski 2005, Alvarez 
2006, Singhal 2008).  

The source of groundwater contamination in this chosen aquifer were seven real 
ground lagoons with pre-purified liquid manure inside (Poznań 1982). For the exact 
examination of contaminant transport into groundwater, a certain number of piezome-
ters were installed nearby the existing ground lagoons (Poznań 1982).  

Based on these existing piezometers, the Institute of Environmental Development 
in Poznańmade testing the concentration values of the chosen contaminant indicators 
in this natural aquifer, collecting water samples in these piezometers (Poznań 1982). 
At the same time, in the presented site verification, the zero-value of chloride back-
ground concentrations in groundwater was also assumed based on accessible site mea-
surements according to (Poznań 1982).  

3. Results  

The maximal dimensionless values of chloride concentrations were calculated numeri-
cally according to Eq. (5) for times when the contaminant wave front reached the par-
ticular four piezometers, respectively counting from the moment of geotextile slotted 
vertical cracking and the liquid manure direct leaking into the groundwater stream 
from the ground lagoon No. 4, as the measuring series: November 1981 (Poznań 1982, 
Aniszewski 2005). The graph of the calculated dimensionless values of chloride con-
centrations according to Eq. (5) (for negligible and incorporated adsorption, respec-
tively) in the chosen four piezometers (along axis x and for y = 0) together with the 
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measured chloride values in these piezometers is presented in Fig. 1 (Poznań 1982, 
Aniszewski 2005).  

However, the compilation of the maximal calculated values of chloride concen-
trations, based on the own modified recently calculation program “PCCS – 2”, is pre-
sented in (Aniszewski 2005).  

 

Fig. 1. The maximal values of dimensionless chloride concentrations in the chosen four piezo-
meters: Δ − the values of the concentrations calculated acc. to Eq. (5) for negligible adsor-
ption term,  – the values of the concentrations calculated acc. to Eq. (5) with incorporated 
adsorption term, O − the values of the concentrations measured acc. to (Poznań 1982).  

4. Discussion  

The calculated values of relative deviations in the range of 8.6% – 22.5% between the 
maximal values calculated according to Eq. (5) (with incorporated adsorption term) 
and the measured values according to (Poznań 1982) in relation to the measured con-
centrations, prove the sufficient accuracy of the presented numerical solution of the 
contaminant transport equation in groundwater stream incorporating also non-linear 
term of adsorption process.  

However, the relative deviations in the range of 3.2% – 8.9% between the max-
imal calculated values acc. to Eq. (5) (for negligible and incorporated adsorption term, 
respectively) in relation to the calculated concentrations with incorporated adsorption 
term, confirm the fact of occurrence of the relatively low, but existing chloride adsorb-
ing capacity in the chosen aquifer. The low chloride adsorbing capacity in the chosen 
aquifer is compatible with the confirmed nearly negligible adsorption values of such 
contaminants like chlorides flowing through natural ground media (Aniszewski 2005, 
Chiang 2005, Alvarez 2006, Singhal 2008).  

At the same time, for other kinds of flowing compounds (like sulfates or pesti-
cides), the real values of both adsorbing capacity and the concentration reduction of 
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such contaminants can be considerably greater, especially in natural sandy aquifers 
(Aniszewski 2005, Chiang 2005, Alvarez 2006, Singhal 2008).  

5. Conclusions  

The practical conservative contaminant transport model presented as Eq. (5), combin-
ing simultaneously the advection, dispersion and physical reversible adsorption 
processes, can be used for the engineering calculations of the contaminant concentra-
tion fields in the natural sandy aquifers. Practical using of this model for site verifica-
tions greatly depends on both the proper mathematical description of all processes and 
the proper identification of all the required parameters being considered in this equa-
tion (Aniszewski 2005).  
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Abstract

The goal of this paper is to describe the method of application of particle-particle
collision for Lagrangian modelling of saltating grain in rivers. The model based on
the approach proposed for turbulent gas-solid flow and on statistical physics for inter-
particle collision in gases is presented. This approach relies on determination of the
velocity of the considered particles after collision with another particle during the
saltation. These collisions, which depend on the particle concentration, the particle
size, and particle velocity are briefly discussed. The formulas for collision probability
and the method for calculation of velocity after collision and direction of considered
particles before collision are proposed.

1 Introduction

Sediment transport in bed-load is probably one of the most interesting and important pro-
cesses in rivers. This phenomenon is associated with many things, like: building dams or
bridges, occurrence of scour or even floods. In bed-load layer, the sediment may be trans-
ported in three forms: sliding, rolling and saltation. The last of these forms is the most
typical motion of sediment (Bagnold , 1956). A number of researchers have been involved
in modelling of saltation. The breakthrough works were: Wiberg and Smith (1985), Lee
and Hsu (1994), Niño et al. (1994a), Niño and Garcia (1994b), and Niño and Garcia
(1998). Apart from the model proposed by Rowiński and Czernuszenko (1999), all of
known mathematical models of saltation movement of particle in an open channel or river
flow are based on a movement for single grains and do not take into account the vertical
concentration and particle - particle interaction. The main aim of this paper is to describe



the way of calculation of particle-particle collision, which also takes into account the ver-
tical particle concentration, often neglected in models that appear in literature but strongly
affects the quality of results.

2 Particle motion and problem of inter-particle collision

To describe the behavior of particles suspended or entrained into flowing water, most re-
searchers use the equation of motion of a single spherical particle in a fluid (Bialik and
Czernuszenko , 2007). Two works are the most important: Tchen (1947) who synthesized
the work of Basset (1883), Boussinesq (1903) and Ossen (1927), and Maxey and Riley
(1983) who based on an analysis similar to that of Corssin and Lumley (1956). In order to
find the trajectory of particle during the saltation we may solve similar system of equations
of motion of a single spherical particle in fluid, which can be described in the following
form (Hinze , 1975):

d−→x
dt

= −→v (1)

mp
d−→u
dt

=
−→
FD +

−→
FL +

−→
FM +

−→
FV +

−→
FB +

−→
FG (2)

where mp is the particle mass, v is the particle translational velocity vector, x is the particle
position vector, FD is the drag force, FL is the lift force, FM is the Magnus force, FV is the
virtual or added mass force, FB is the Basset force and FG is the buoyancy force. In order
to solve this system of equations we also need initial and boundary conditions and fluid
velocity which is described by the logarithmic law:

u f (z) =
u∗
κ

ln
z
z0
, (3)

where: κ = 0.4 is the Karman constant, z0 = 0.11(νu∗) + 0.033ks, and ks is roughness,
which is proportional to the size of the particle. It is necessary to remark that the system
of equations (1) and (2) do not take into account the force which might be responsible for
particle-particle collision.

Sommerfeld (2003) claimed that deterministic as well as stochastic models could de-
scribe inter-particle collisions. Therefore, it is necessary to look for a method of calcula-
tion the particle-particle collision in kinetic theory of gases or in statistical physics. There
are a lot of studies associated with inter-particle collision in fluid flow in many fields
(i.e., engineering or chemistry), which are published in the past, i.e., Oestere and Petitjean
(1993) who described collisions in dilute flows, Williams and Crane (1999) who gave a
detailed review of process of inter-particle collision, Mei and Hu (1999) who described
the geometrical collision for small particles. In opposition to these theoretical studies, a lot
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of experiments were carried out in Martin-Luther University of Halle-Wittenberg and were
described e.g. by: Sommerfeld (2001), Sommerfeld (2003) and Sommerfeld and Kussin
(2003).

On the other hand, it is very interesting that only a few works, which described particle
saltation in river, took into account the effect of particle-particle interaction. Schmeeckle
et al. (2001) measured the particle impact on an inclined glass plane in water and used
elastohydrodynamic theory in order to investigate the mechanics of inter-particle collisions
in sediment-transporting flow, whereas Lee et al. (2002) proposed a new two-dimensional
continuous saltation model which was able to simulate the continuous saltating trajectories
of several particles. In the work (Bialik and Czernuszenko , 2008) we made an attempt
to calculate the force responsible for particle-particle collision and showed the possible
influence of this force on particle trajectory.

3 Particle-particle collision model

In calculation of particle-particle collision based on turbulent gas-solid flow we may fol-
low the approach proposed by Sommerfeld and Zivković (1992) and Oestere and Petit-
jean (1993). They developed independently a similar stochastic particle-particle collision
model, based on the calculation of the collision probability along the particle trajectory,
which was associated with kinetic theory of gases. In this paragraph these two methods
will be briefly described. However, in application of these methods to particle movement
in rivers we have to change the way of calculation of a few parameters, which were given
there.

From kinetic theory of gases we know that two identical particles collide with the
following frequency:

fc =
π
4

(d1 + d2)
2
∣∣∣−→u1 − −→u2

∣∣∣np (4)

where: d1 and d2 are the particle diameters, |−→u1 −−→u2| is the relative velocity between parti-
cles and np is the number of particles in unit of fluid volume, concentration (number/m3).

The first method which can be used to calculate the probability of occurrence of colli-
sion between two particles in the very small time interval dt was proposed by Sommerfeld
(2001):

PS(∆t) =
π
4

(d1 + d2)
2
∣∣∣−→u1 − −→u2

∣∣∣np∆t (5)

This collision probability PS is calculated as the product of the time step size ∆t (which
should be smaller than unity) and the collision frequency.
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On the other hand, Oestere and Petitjean (1993) proposed that the probability of col-
lision between instants t and t + dt for every particle is:

dP = P(t0, t + dt) − P(t0, t) = [1 − P(t0, t)] fcdt, (6)

where P(t0, t) is the unknown probability. After a few transformations with assumption
that P(t0, t0) = 0 it is easy to obtain the following expression for a probability of a collision
which takes place between ∆t = t − t0:

POP(∆t) = 1 − exp[− fc∆t]. (7)

It is impossible to apply directly these two solutions, eqs. (5) and (7), to inter-particle col-
lision during saltation in open-channel flow, because we cannot calculate some parameters
which appeared there in the same way as they did it in their propositions, especially, the
calculation of −→u2 and np.

0 5 10 15 20 25 30 35 40 45
0

1

2

3

x/d

z/
d

Fig. 1: History of direction and length of particle velocity.

The first step of our method to calculate the probability from eqs. (5) and (7) is to find
the value of both components of velocity of second particle which takes part in collision. In
order to do this, we use the additional parallel Lagrangian model of saltating grain without
the effect of particle-particle collision. In order to determine the velocity components, is
important to describe the velocity direction of the particle. Fig. 1 shows the history of
vp for each point on particle trajectory. To find the direction of second particle we used
random number generator for a logical value of 0 or 1, which means that when it is 0
then the particle moves upward and when it is 1 the then particle moves in the opposite
direction. Exemplary calculated mean component of particle velocity, when the particle
moves upward and downward, for particle with d = 0.015 m is shown on Fig. 2. This
division is essential, because there are clear differences and the relative velocity between
colliding particles has an important influence on value of P.
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Fig. 2: Exemplary calculated vertical and horizontal velocities of particle with d = 0.015 m
from eqs. (1) and (2), when particle moves upward and downward. Initial conditions:
xo = 0, zo = 0.6d, vo = 2u∗, uo = 2u∗, u∗ = 0.25[m/s].

The next step is to calculate the value of np. This is the number of particles per unit
volume in the control volume, which means that this number is a function of distance
from the bed. In order to do this we also use the additional parallel Lagrangian model of
saltating grain without the effect of particle-particle collision. Fig. (3) shows calculated
concentration for the particle with d = 0.015 m. If the number of particles which were used
to simulation is known, there is no problem to calculate the value of probability in every
time step ∆t from eqs. (5) or (7). The collision probability P is determined with the use of
a random number generator. If P > RNG then the collision is taken into account to our
calculation.
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Fig. 3: Exemplary calculated concentration for which particle d = 0.015 m for the follow-
ing initials condition: xo = 0, zo = 0.6d, vo = 2u∗, uo = 2u∗, u∗ = 0.25[m/s].

Finally we have to find the particle velocity after collision. Sommerfeld (2001) pro-
posed the following expression for relation between particle velocity before and after col-
lision for flying particles:

uout = uin

(
1 − 1 + e

1 + m1/m2

)
(8)

vout = vin

(
1 − f (1 + e)

uin

vin

1
1 + m1/m2

)
(9)

where: e and f are restitution and friction coefficients, respectively, and m1 and m2 are
the masses of the saltating and surrounding particles. The index in stands for the particle
velocity before collision and index out denotes the velocity after collision. This relation
appears by solving the momentum equations with connection with Coulomb’s law of fric-
tion. In this assumption the particle rotation is neglected, which means that Magnus force
is not considered in the presented model. When m1 = m2, eqs. (8) and (9) reduce to the
following expressions:

uout = uin

(1 − e
2

)
(10)

vout = vin −
(
f (1 + e)uin

2

)
(11)

Eqs. (10) and (11) can be used for the particle movement in open-channel flow in order to
calculate the influence of particle-particle collisions on the shape of particle trajectory.
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4 Conclusions

The following points summarize our conclusions.

1. The model proposed here takes into account inter-particle collision effect. This ap-
proach, new in fluvial hydraulic, is based on turbulent gas-solid flow and on kinetic
theory of gases;

2. Two methods of calculation of probability for the occurrence of a collision between
two particles in the time step are shown. It seems to be important to propose the
method of choosing the value of time step in the better way, and the further works
are needed to define −→u2 and np more precisely in sediment transport in bed-load;

3. The present investigation should be continued since it points to fundamental dif-
ferences between approaches used in the kinetic theory of gases and in fluvial hy-
draulics.

Appendix

P a r a l l e l  L a g r a n g i a n  M o d e l

m e a n  u s ( z )  a n d  m e a n  v s ( z )

p d f  o f  s e d i m e n t  c o n c e n t r a t i o n

d i r e c t i o n  o f  p a r t i c l e  m o v e m e n t L a g r a n g i a n  m o d e l  w i t h  c o l l i s i o n d

P c o l l  ( t i m e  s t e p )

i f  P c o l l > R N G  t h e n  c o l l i s i o n U o u t ( U i n )  a n d  V o u t ( V i n )

Fig. 4: The diagram of the method used.
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Figure 4 shows a diagram of described solution how to include particle-particle col-
lision into Lagrangian modelling of saltating grain. In the proposed method we want
to solve numerical Lagrangian model which includes particle-particle collision. The de-
scribed method requires some parameters like: both components of velocity of the second
particle that takes part in collision and the number of particles in considered volume. In or-
der to fix these unknown coefficients we may solve numerically parallel Lagrangian model
without collision. In the first step we should fix the velocity that can be calculated based on
Monte Carlo simulation, next in the same way we may calculate the concentration of par-
ticles, then we can find the probability of occurrences of collision. Finally we can change
the velocity of particle after collision from eqs. (10) and (11).
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Abstract  

This paper shows an application of the water flow velocity maps model that 
was designed for the Dobczyce retention water body. The model is used to track 
simulated pollutants that enter the lake from a number of its tributaries. The idea, 
its use and sample results are shown. The background model is referenced. 

1. The model and the aim 

Modeling of water flow in retention lakes is a difficult task. It requires using 2- or 
even 3-dimensional models which are susceptible to a lot of instabilities caused by our 
inaccurate knowledge of starting and boundary conditions as well as by the complexi-
ty of the task itself. This article does not aspire to present a new model nor to validate 
one. Instead, the water velocity maps generated by the two-and-a-half dimensional 
model of the flow in Dobczyce Lake (Hachaj 2007a,b) are treated as given. 

The maps are in digital form and they can be represented by the formula: 

 ( ), , , ,iv f x y l Q=  (1) 

where v  is the planar (horizontal) velocity (it can be either surface velocity or average 
velocity of a water column in the given location; in this article the average velocity is 
used), x and y are coordinates of the point of interest where the velocity is calculated, 
l is the water surface level in the lake, and the vector iQ  contains all the discharges of 
the tributaries of the lake and all the discharges at the sections where water leaves the 
lake. The “inflows” of positive values of the discharge are the Raba River and a num-
ber of streams. The “outflows” of negative values of the discharge are dam sluices, 
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dam spillways, as well as water supply and power plant inlets. The model works for 
the full physically reasonable range of all of its parameters. 

The aim of this article is to show one of the applications of that model: It presents 
tracking of the virtual pollutants dissolved in water that may enter the lake from a 
number of its tributaries. Such an analysis may be helpful in crisis management for the 
considered lake. The task is done by following the current lines in the lake as they are 
defined by the velocity field. Overall flooding conditions are assumed to assure that 
for the whole lake the current is the dominant mean of transport (Hachaj 2008). The 
examples are made for the water surface level of 272 m above the sea level and the 
Raba incoming discharge of 1560 m3/s, which is the design flow for the Dobczyce 
water body. The procedure can be also applied to other states of the lake and results of 
such calculations can be verified by field measurements in appropriate conditions. 

2. The lake and the methodology 

Basic properties of the Dobczyce Lake are as follows (Nachlik et al. 2006): It was 
created by building a dam of 31.6 m height and 617 m length at 60.1 km of the Raba 
river; its capacity varies between 14.5·106 m3 and 125·106 m3 along with the water 
surface level  – which may change between 256.7 m and 272.6 m above the sea level; 
the total discharge may be as high as 2717 m3/s. 
 

 
Fig. 1. The shape of the Dobczyce lake for the water level of 272 m a.s.l. Contours denote bed 
elevation levels of 265, 260, 255, 250 and 245 m a.s.l. The digits denote positions of the tribu-
taries. The letters denote applied cross-sections. The #, +, and x marks denote the outflows. 
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Figure 1 shows the shape of the lake when the water level is set to 272 m a.s.l. 

(which is a reasonable value during flood events). The contours provide an insight of 
the bed shape being drawn at bed elevation values of 265, 260, 255, 250, and 245 me-
ters above the sea level. The digits denote the position of tributaries considered in this 
article with 1 being the position of the Raba inflow, 2 – the position of the Wolnica 
inflow (the main side tributary) and 3-7 – the positions of several smaller tributary 
inflows. The approximate dam inlets and spillways position is marked by “#”, the 
power plant inlet position is marked by “+”, and the water supply inlet position is 
marked by “x”. There is also a number of cross-section lines introduced; their mark-
ings range from A-A to O-O. They are used as check lines during the flow analysis. 

In order to track the pollutants the following procedure is used: 
1. A few starting points are introduced at the tributary inflow region. They consti-

tute the start of the tracking lines. The choice of those points in that region is 
basically arbitrary. They should be dispersed to cover a range of possible tra-
jectories. The smoothness of the background model solutions assures that small 
changes in the starting point location should not cause big changes in trajecto-
ries and in fact they do not do so. 

2. The velocity field map designed for l ≈ 272 m are used to track the points along 
the current lines using a linear formula: ( ) ( ) ( ( ), , ) ,ix t t x t v x t l Q t+ Δ = + ⋅Δ  
where x(t) is the tracking point position in the time t, Δt is the numerical time 
step and v is the velocity taken from the map as described in eq. (1). Such a 
procedure gives stable, consistent and reliable results for a wide range of the Δt 
parameter. If it is set much too high or too low, numerical errors may appear. 

3. There is a few of cross-section lines introduced in the lake. When a point being 
tracked passes such a line, the position and time of this event are recorded, 
along with the total distance traveled by that point. Note that for different 
points the distance they travel between two cross-section lines may also be dif-
ferent. 

4. Among the points the ones that reach a given cross-section line in the shortest 
and the longest time are taken to find out the approximate range of spreading 
the simulated pollution along the current. 

3. The results and the remarks 

3.1 Time frames 

The time frames of the performed simulation can be defined as the time water needs to 
propagate through the whole lake from the inflow of Raba to the dam outlets. By a 
comparison of any other flow time to the time scale shown below it can be recognized 
whether that flow should be considered as “fast” or “slow”. The results of simulation 
of Raba-originating flow are shown in Table 1. 

As one can see, the average time the main current passes the whole lake from the 
Raba inflow to the dam outflows is of the order of 20 hours. The tributaries currents as 
lying at the sides of the main one are expected to be significantly slower. 
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Table 1 

Average total distance and the time interval for reaching  
given cross-section lines by the tracking points originating 

from the Raba river (tributary 1) 

Tributary Section Distance
[m] 

Time [h] 
min max 

1. RABA 

A-A 1165 0.25 0.4 
B-B 3271 2.55 2.75 
C-C 4817 5.25 7.5 
D-D 6212 9.5 13.0 
E-E 7502 11.7 15.3 
F-F 8882 15.4 22.1 

 

3.2 Tributaries flow tracking 

The following set of tables and figures presents the results of the simulations of the 
propagation of pollutants originating from a few of the lake tributaries. The most im-
portant inflowing stream is Wolnica. Results obtained for that stream are provided 
below (Fig. 2. and Table 2). It can be seen that for a real-life event one has approx-
imately 70 hours to neutralize the contamination before it leaves the upper “arm” of 
the lake and enter its main body. It should be also noted that the current lines run very 
close to the water supply inlet which make monitoring of water condition in Wolnica 
very important. 
 

 
Fig. 2. Tracking of pollutants entering the lake from the tributary 2 (Wolnica). The panels show 
the situation after 48 hours (A), 90 hours (B) and 122 hours (C) from the event of entering the 
lake by the pollutants. 

For the next tributary (3) the overall picture is very similar to the one above. The 
times are of course different. As that stream is much smaller than Wolnica the tracing 
points use a significantly longer time interval to reach the N-N profile as shown in 
Table 3 below. 

The next two tables, 4 and 5, contain data calculated for two side tributaries of 
the lake: 4 and 5. For the tributary 5 a figure is included (Fig. 3). 
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Table 2 

Average total distance and the time interval for reaching 
given cross-section lines by the tracking points originating 

from the Wolnica stream (tributary 2) 

Tributary Section Distance
[m] 

Time [h] 
min max 

2. WOLNICA 

L-L 915 7.0 8.0 
M-M 1509 21.0 24.0 
N-N 3083 72.0 85.0 
E-E 4445 87.7 104.0 
F-F 5676 100.3 121.6 

 

Table 3 

Average total distance and the time interval for reaching 
given cross-section lines by the tracking points originating 

from the tributary 3 

Tributary Section Distance
[m] 

Time [h] 
min max 

3 

K-K 806 66.0 99.6 
N-N 2506 139.2 184.0 
E-E 3881 153.6 198.4 
F-F 5112 166,4 211.2 

 

Table 4 

Average total distance and the time interval for reaching 
given cross-section lines by the tracking points originating 

from the tributary 4 

Tributary Section Distance 
[m] 

Time [h] 
min max 

4 

G-G 448 34.0 43.0 
C-C 1620 46.0 48.5 
D-D 2971 59.4 70.8 
E-E 4317 69.6 79.8 
F-F 5548 86.7 94.1 

 
It should be mentioned that for both of them the particle tracking paths form very 

thin beams. The same is true for most of the other side inflows (but it is certainly not 
true for paths starting from the Raba inflow). This is because of two effects. First – the 
side streams contribute quite a low fraction of the total flow in the lake; more than 
95%  of the inflowing water comes from  Raba.  It is  the Raba originating current that  
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Table 5 

Average total distance and the time interval for reaching 
given cross-section lines by the tracking points originating 

from the tributary 5 

Tributary Section Distance 
[m] 

Time [h] 
min max 

5 

C-C 1582 29.4 34.8 
D-D 3282 59.8 85.2 
E-E 4283 78.0 93.0 
F-F 6627 111.6 165.6 

 

 
Fig. 3. Tracking of pollutants entering the lake from the tributary 5. The situation after 125 
hours from the event of entering the lake by the pollutants. 

shapes the flow picture in the lake. The tributaries’ waters flow like they are carried at 
the sides of that main current. Following the Raba current can be best seen in the re-
gions where the lake bows and the current follows suit. Second – as a high flood event 
is considered, the random dispersive movements are much slower than the collective 
ones and for such a state of the lake they can be neglected (Hachaj 2008). 

3.3 Special cases 

Tributaries 6 and 7 deserve special attention as for both of them the simulation pre-
dicts interesting phenomena. The tributary 6 after leaving its short southern “arm” of 
the lake enters a relatively shallow basin where the current velocity is low. (The main 
current flows north to it – in a deeper region.) This causes the virtual pollutant to 
spread over that basin with a number of the tracked particles crossing the E-E line 
three times (long path: H-I-E1-E2-E3-F in Table 6), while others turn left immediately 
after reaching the basin and cross that line only once (short path: H-I-E3a-Fa in Table 
6.). This behavior – shown on Fig. 4 – causes a big diversity in travelled distances and 
obtained times. However, it should be pointed out that those times are very long: in 
fact, much longer than the state of the lake could be treated as steady. This tributary 
requires further investigation. 
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Fig. 4. Tracking of pollutants entering the lake from the tributary 6. The panels show the situa-
tion after 150 hours (A), 225 hours (B) and 350 hours (C) from the event of entering the lake 
by the pollutants. 

 

Table 6 

Average total distance and the time interval for reaching 
given cross-section lines by the tracking points originating 

from the tributary 6 

Tributary Section Distance
[m] 

Time [h] 
min max 

6 

H-H 328 9.1 14.7 
I-I 854 52.5 76.3 

E-E1 1177 93.6 109.8 
E-E2 1470 99.0 167.4 
E-E3 3228 – 255.6 
F-F 5220 – 351.0 

E-E3a 2729 189.0 – 
F-Fa 5718 261.0 – 

 
For the tributary 7 another interesting phenomenon can be observed: The main 

current passes quite closely to the eastern bank there. It makes a clockwise whirl ap-
pear in the small eastern basin the tributary 7 leads to. The virtual pollutant particles 
get caught by the whirl and revolve around for a long time being released to the main 
basin one after another on an irregular basis. This behavior is depicted on Fig. 5. For 
that tributary it makes no sense to make a distance/time table for the considered state 
of the lake. Instead, accumulation in the whirl can be assumed. The range of lake state 
dependant conditions for which such an effect is obtained will be one of the subjects 
of further analysis. Of course, observational verification of the simulations shown 
requires waiting for a high discharge event in the Dobczyce lake. For the comparison 
purposes the design flow values used in the examples above can be easily replaced 
with the ones measured in an actual natural event. 
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Fig. 5. Tracking of pollutants entering the lake from the tributary 7. The situation after 120 
hours from the event of entering the lake by the pollutants. Most of the tracking particles are 
caught by the clockwise whirl. 
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Abstract  

This article describes a model designed for tracking the movement of a few 

kinds of pollutants in a wide range of environmental conditions (water level,  

total discharge, operational mode of the lake, presence or absence of wind) 

present in the Dobczyce lake. To solve the case, a finite element approach is 

used. Model theory and a sample result are both shown. 

1. Introduction 

Among many environmental disasters, toxins and other harmful substances trans-
ported by flowing water carry a significant threat towards all living beings, from 
plants through animals up to men who are exposed to their presence. We should do 
our best not to let any of those things to poison our waters, but at the same time we 
should be prepared to react when they do. We should be able to track them and re-
move or neutralize them as soon as possible.  

The aim of this article is to present a numerical modelling tool designed for 
tracking the movement of a few kinds of pollutants in a wide range of environmental 
conditions (water level, total discharge, presence or absence of wind) present in the 
Dob-czyce retention lake. Model theory and sample results obtained for standard (non-
flood) environmental conditions are both shown. The backbone for the model is the 
velocity field model for the lake of Dobczyce described briefly in (Hachaj 2007a) and 
in a more detailed way, but in Polish only, in (Hachaj 2007b). The following Sections  
2 and 3 show the basic data of the lake and the numerical foundation of the model. For 
more detailed information about those topics please see the articles mentioned above.  

2. The lake of Dobczyce  

The Dobczyce lake is a retention reservoir placed at 60th kilometer of the Raba river. 
Table 1 sums up some basic data about that lake (Nachlik et al. 2006), while Fig. 1 
shows the shape of the lake for minimal, nominal and maximal water levels. 
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Table 1 

Dobczyce Lake – basic data 

Parameter Value 

Total capacity 14.5  125 *106 m3 

Flooded area 3.35  10.65 km2 

Total flow (possible range) 1.8  2717 m3/s 

Range of surface level changes 15.9 m (256.7  272.6 m a.s.l.) 

Average depth (at average water level) 10.2 m 

 

 

Fig. 1. The shape of the Dobczyce lake at different water levels: minimal (light grey), average 

(grey), and maximal (dark grey). The  symbol shows the position of dam inlets while the  

symbol denotes the location of the water supply inlet. The double bold arrow indicates the 

main inflow (Raba), the single bold arrow indicates the biggest side inflow (Wolnica), while 

the thin arrows indicate a few of  other inflows (minor creeks). 

The main inflow into the lake is the Raba river. There are several creeks that also 

flow into this lake (out of which Wolnica is the most important one), but their contri-

bution to the total flow is less than 5%. There is a number of outflows from the lake: 

bottom sluices at the base of the dam, an open spillway in the dam, a power plant 

sluice, and a water supply sluice. 

3. Governing equations and the solving method  

The equations used to model the flow of water in the considered lake are based on 

mass and momentum conservation concepts. They are reduced to two-dimensional 
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ones as the vertical movement can be neglected (see, e.g., Zienkiewicz and Taylor 

2002, p. 219-223, 237-239). Thus, the vertical size of the considered medium is 

treated as a parameter the x, y-plane velocity is dependent on. The velocity compo-

nents for both horizontal coordinates are then: 

 

0 0

1 1
; ,

s sz z

x x y y

z z

V v dz V v dz
H H

 (1) 

where: Vx, Vy = averaged (2D) velocity components in appropriate directions, H = wa-

ter depth, z0 = bed elevation, zs = surface elevation, vx, vy = real (3D) horizontal veloci-

ty components in appropriate directions.  

After the integration, the continuity (mass conservation) equation takes the fol-

lowing form: 

 ,
ys x m
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 (2) 

where: A
m

dm
q

dt
 is the total mass flow rate per unit area (positive for inflow, nega-

tive for outflow), x xq V H  = unit flow rate in the x direction, 
y yq V H  = unit flow 

rate in the y direction, and ρ is the water density (considered constant).  

Momentum transport equations for both horizontal directions are symmetrical to 

each other. The x-direction one is as follows: 
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where: g = earth gravity, ρ = water density (considered constant), pa = atmospheric 

pressure at the surface level, τbx = bed shear stress, x component, τsx = surface shear 

stress, x component (usually caused by wind), τxx, τxy = turbulence shear stresses acting 

in the x direction on planes perpendicular to the x and y directions, respectively.  

For turbulent stresses the following formula is used: 

 ,t

V V
 (4) 

where φ and ψ represent any coordinate symbol, and: 
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Figure 2 shows the vertical cross-section of the flowing water. The model is ca-

pable to calculate both the average velocity Vav and the surface velocity Vs. However, 

for windless (or, in general, small wind) conditions only one calculation is enough as 

the approximation 0.75av sV V  can well be used. 
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Fig. 2. Vertical cross-section of the velocity distribution. 

In order to solve the model equations, the finite element method is used. The cal-

culations are performed on a set of discrete meshes each consisting of quadrilaterals 

(wherever possible) and triangles. The procedure is supplemented by the method of 

weighted residuals to provide better convergence. To execute the calculations the 

“Depth-averaged Flow and Sediment Transport Model – FESWMS” program (Froeh-

lich 2003), a part of the SMS package, is being used. The complete model consists of 

nine meshes designed each to carry out calculations for different range of the water 

surface level in the lake. As a result of numerical solving of the model equations, ve-

locity maps are obtained. Those maps are in fact planar velocity fields (the velocity 

may be Vav or Vs depending on the needs), where each point of the lake has a velocity 

vector associated – a vector that depends on the position of the chosen point and on 

the state of the lake (water level, inflow and outflow values). 

4. Considered types of pollutants  

Regardless of their chemical or biological nature, the pollutants considered in this 

article can be divided into three categories: 

 Surface-carried pollutants; 

 Dissolved pollutants; 

 Sediment pollutants. 

For surface-carried pollutants (like various kinds of oils) the surface velocity 

should be used to track their propagation. Transport of such media is also quite sus-

ceptible to the wind conditions; if the wind is strong enough and the average water 

velocity is relatively small they may even move against the water current. On the other 

hand, their dispersion movement is limited when compared to the next category. 

Dissolved pollutants move mainly with the average water current velocity. Yet 

as the bottom layers of water move much slower than the surface ones, the dispersive 

movement of such media may be significant. It should also be remembered that the 

layers cannot be considered as fixed physical structures but due to convective vertical 

movements they mix with each other. On the other hand, small or moderate wind in-

fluences spreading of such substances mostly by altering the average velocity. 
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The last category – sediment pollutants – becomes important in lakes like the 

considered one only during floods (very high total discharge) or very close the inflows 

to the lake – where and when the flow velocity is high enough to carry them. Most of 

the time the vast majority of the lake water moves much too slow to carry any sedi-

ment in an efficient way. Transport of such pollutants is not considered in this article 

(however it is still possible to calculate it within the model). 

5. Competition of transport processes 

Dissolved and surface-carried pollutants can be transported in two different processes: 

dispersive transport (where the chaotic movement is the  main cause of the pollution 

spreading) and current transport (where the water current makes pollutants move). 

These two processes compete with each other. The whole lake can then be divided 

into three zones: 

 Dispersive zone – containing all the regions where the chaotic dispersion is 

more significant than the collective movement caused by the current; 

 Competitive zone – where both processes should be taken into account; 

 Current zone – the regions where the water current velocity exceeds the ve-

locity of random movements at least by an order of magnitude.  

It should be pointed out that for the zones other than the current one the know-

ledge of the current velocity in any given point is not enough to track the pollutants. 

Random movements of their particles should be simulated using the standard  dissipa-

tive transport equation: 

 

2 ,
D

k D
t  (6) 

where D is the local density of the pollutant and k is a constant coefficient. 

The average velocity of these chaotic movements of water particles in a lake is 

very hard to determine. It is surely higher than the molecular diffusion velocity meas-

ured in a laboratory-still water (which is of the order of magnitude of 1/20 mm/s). In a 

lake, every random blow of wind, every boat, or even a fish or a water bird may cause 

chaotic local flows of much more significant magnitudes than that. On the other hand 

one should be extremely careful when a model returns very small velocity values of 

the collective flow. Values significantly less than 1 mm/s would most probably be 

overestimated due to the static viscosity of water – the so called “Bingham plastic 

effect” (see e.g., Kovacs 1981, and references therein). Basing on both of these facts, 

the velocity limits for the three zones are now set as follows: V > 0.5 cm/s → current 

zone, 0.5 cm/s > V > 0.5 mm/s → competitive zone, V < 0.5 mm/s → dispersive zone. 

Those values need experimental verification and may be adjusted in future. Especially 

the scale of the Bingham effect for the Dobczyce lake will be the aim of future re-

search. Up to now, static viscosity was considered primarily for flows in porous media 

or for capillary flows, and its significance for slow flows in lakes is not known very well. 

The zones change their size and shape as functions of several external variables. 

Two of them are obvious; they are: water level z, determining the shape of the lake 

(and the depth in each place), and the total flow in the lake Q. But another important 
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circumstance to take into account is the “mode” of the water body. As the Dobczyce 

lake is a retention reservoir it can be either in steady state mode (inflow = outflow), in 

increasing volume mode (inflow > outflow, the water level rises), or in decreasing 

volume mode (inflow < outflow, the water level goes down). In the two latter cases 

additional competitive and current zones appear in shallow regions of a relatively flat 

bed where some areas are subsequently flooded (outgoing currents) or dried (incoming 

currents). It should be noted however that a major part of the banks of the Dobczyce 

lake is sloppy enough to neglect these processes for them during all the  work of that 

water body. Sample ranges of these zones are shown on Fig. 3. 
 

 

Fig. 3. The three types of transport zones: dispersive (light grey), competitive (grey), and cur-

rent (dark grey) shown for different lake conditions: A, B, C – z = 260 m, Q = 12, 30, 50 m3/s 

respectively; D, E, F – z = 272 m, Q = 12, 30, 50m3/s, respectively. Please note that the scale is 

different for both columns (panels A, B and C are magnified for better clarity). 

6. Modelling of pollution events 

Apart from the ability to determine the pollution transport zones in the lake taken as a 

whole, the modelling tool is also capable to simulate actual pollution events either for 

risk management purposes or for forecasting the flow of contamination observed in 

reality. (It should be noted that the model is capable of providing answers in relatively 

short time thus it is possible to use it for real-time modelling of a given situation).  
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Example: Surface pollution originating from the Wolnica creek. Assumption: a 

patch of a surface-carried pollutant has been observed flowing into the lake from the 

stream of Wolnica. The lake is in the steady state, z = 260 m, Q = 50 m3/s. 

In this case the region of interest is almost entirely in the current zone. An appro-

priate method to simulate the contaminant movement is tracking the surface current 

lines that start by the inflow of Wolnica. This can be done by direct reading the track-

ing particles velocities from the map and moving them accordingly. Figure 4 shows 

subsequent stages of such simulation – starting from 1 hour from the event of entering 

the lake by the pollutant, ending at 20 hours from that event. For each frame the ends 

of the current lines denote the approximate position of the pollutant at the time shown 

in the upper right corner of the frame.  
 

 

Fig. 4. Surface current line tracking for a simulation of pollution transport appearing at the 

Wolnica inflow. The timer starts when the pollutant reaches the lake, and it is shown for each 

frame in the upper right corner. Lake parameters: z = 260 m, Q = 50 m3/s. 

R e f e r e n c e s  

Froechlich, D.C. (2003), Two-Dimensional Depth-Averaged Flow and Sediment Transport 

Model, 207 pp.  

Hachaj, P.S. (2007a), Modelling of a two-dimensional velocity field for the water flow in the 

lake of Dobczyce, Publs. Inst. Geophys. Pol Acad. Sc. E-7 (401), 87-94. 

Hachaj, P.S. (2007b), Modelowanie pola prędkości wody w zbiorniku dobczyckim – budowa 

siatki obliczeniowej i wstępne wyniki (Modelling of the velocity field in the Dobczyce 

lake – computational mesh construction and preliminary results), accepted for publica-

tion in Czasopismo Techniczne. Seria Ś. 

Kovacs, G. (1981), Seepage Hydraulics, Budapest, 730 pp.  



 

54 

Nachlik, E., G. Mazurkiewicz-Boroń, A. Bojarski, J. Banaś, W. Styka, K. Słysz, and S. Reizer 

(2006), Studium Możliwości Zmiany Funkcji Zbiornika Dobczyckiego i Jego Zlewni 

z Uwzględnieniem Ochrony Czystości Wody w Zbiorniku (Study on possibilities of 

function change of the Dobczyce Lake, including water purity protection), Kraków, 

170 pp.  

Zienkiewicz, O.C., and R.L. Taylor (2002), A, The Finite Element Method – Fluid Dynamics, 

Oxford, 334 pp. 

Accepted November 13, 2008 



PUBLS. INST. GEOPHYS. POL. ACAD. SC., E-10 (406), 2008 

Determination of the Range of Active Flow Zone 
in One-Dimensional Flow Models 

Tomasz KAŁUŻA 

Department of Hydraulic Engineering, Poznan University of Life Sciences 
Piątkowska 94A, 60-649 Poznań, Poland 

e-mail: kaltom@gmx.net 

Abstract  

This paper presents a method to calculate the active flow zone. The me-
thod assumes that the active part of the cross-section consists of the area which 
determines inbank capacity, and of the zone of interaction between the main 
channel and the floodplains. Using Pasche’s method, the range of this zone has 
been determined for various vegetative clusters (trees and bushes) typical for 
river valleys. 

1. Introduction 

Natural, widespread floodplains are decisive for the transformation of flood and inun-
dation waves. Their correct representation is both crucial and most difficult part of 
developing a one-dimensional flow model. The fundamental challenge is to determine 
the active cross-section area. Moreover, the range of active flow zone varies depend-
ing on the filling of high water channel. In Saint-Venant equations, the presence of 
widespread floodplains can be considered by splitting the river cross-section into the 
active cross-section Ac (flow-related) and the dead cross-section Ao, with the overall 
river cross-section being the sum of these two (Laks and Kałuża 2006). The active 
zone range can be determined using Pasche’s (1984) method. Compared to other me-
thods recommended by the German Association for Water Management, DVWK 
(1991), this method stands out by its good theoretical basis. It is also commonly used 
in practical engineering applications. 
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2. Materials and methods  

Pasche assumed that the process of interaction slows the flow down in the main chan-
nel. Consequently, the depth-averaged flow velocity in the assumed dividing plane of 
the composite channel cross-section is vT (Kubrak and Nachlik 2003).  
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Fig. 1. Distribution of Reynold’s velocity and stress in Pasche’s method in compound cross-
sections. 

The assumption of variability of turbulent viscosity coefficient in the equation, 
according to Prandtl’s assumption on the way of mixing, leads to linear variability of 
Reynold’s stress over the channel width (Fig. 1) and logarithmic distribution of depth-
averaged velocities in the channel: 

 *

1 ln for 0III T
T III
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v y b C y bv bκ
+
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where vIII is the velocity in area III [m/s], v*T the dynamic velocity at the separation 
point between the main channel and the floodplain [m/s], κ is Karman’s constant, bT 
the distance from the hypothetic zero-velocity point to the origin of coordinates [m], 
and bIII is the width of area III [m]. 

By analysing the variation of depth-averaged velocity component in the direc-
tion of flow through the channel cross-section, Pasche marked off four hydrodynamic 
parts of this section: I – flow through the floodplain undisturbed by flow through the 
main channel, II − flow through the floodplain accelerated by flow through the main 
channel, III − flow through the main channel delayed by flow through the floodplain, 
IV – flow through the main channel undisturbed by flow through the floodplain. Tak-
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ing into account the distribution of velocity one can assume that the active part of 
flow area consists of zones II and III. With zones III and IV (main channel) already 
delimited, the key difficulty is to determine the limits of zone II. Its range depends not 
only on water depth on floodplains, but first of all on the density of vegetation. 

The origin of coordinates (y = 0) lies in the plane of separation. According to 
Pasche’s original terminology, the integration constant CT is called slip-velocity. This 
parameter is calculated from eq. (1) be setting the velocity over the area’s edge to 
zero vIII (y = 0) = vT :  

 
T*

T
T v

vC =  (2) 

Next, Pasche considers the slip-velocity CT as a function of Ω – a parameter 
which characterises the arrangement of trees in the channel cross-section by the spans 
ax, ay and the diameter dp: 

 3.27 2.85TC lgΩ= − +  (3) 
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where aNL denotes the length of Karman path resulting from flowing around a single tree:  
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where J is the hydraulic gradient. 
The drag coefficient CW is determined for a single tree with an ideally two-

dimensional flow. The value of CW depends on the Reynold’s number for high vegeta-
tion described by the relationship (Pasche 1984): 

 
ν

p
p

dv
Re =  (6) 

where v is the flow rate in the area with trees [m3/s], dp is the  tree diameter [m], and 
ν  is the coefficient of kinematic viscosity of water [m2/s]. 

Pasche recommends to determine the width of interaction area from the equation: 

 
( )0.560.068 0.056T

T
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z
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eλ

=
−

 (7) 

where λz is the coefficient of floodplain drag [-], hT is the depth in the dividing plane, 
c = 1.0 for floodplains and c = 1.7 for slopes.  
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A detailed description of the computational procedure can also be found in a 

monograph edited by Kubrak and Nachlik (2003). The Pasche’s method allows a 
fairly accurate assessment of the impact of density of vegetation in the floodplains on 
high water flow conditions. This refers both to the determination of floodplain drag 
coefficient, the value of CT and the range of active zone. However, a detailed inventory 
of vegetative clusters is required. In practice, when analysing long river sections, a 
simplified classification of vegetation is often used, based on the study of aerial pho-
tographs, or on various types of thematic maps (e.g., maps of terrain cover). Natural-
ly, this implies a certain classification of vegetation is used (e.g., dense forest, thin 
forest, dense bushes, thin bushes etc.). In this paper the values of CT and the range of 
active zone bII are studied for various types of typical vegetation clusters in the Warta 
river (Borysiak 1994). Apart from trees, two models of shrub structures are investi-
gated: macro- and micro-structural. In the case of isolated shrubs occurring on a larger 
surface, the macro-structural model is used (diameter and span between shrubs are giv-
en), while in locations with wicker or other dense shrubs the micro-structural model, 
based on the study of diameter and span between individual shrub branches, is chosen.  

3. Results and analysis  

Using Pasche’s method as presented in the previous section, computation of bII and 
CT was carried out for various diameters dp and different span between individual 
plants ax (it is assumed that ax = ay). Data typical for the Warta river section under 
study was assumed: depth h = 1.5 m, sand roughness for floodplains ks = 0.15 m, hy-
draulic gradient J = 0.00017. For forested floodplains trunk diameter ranged from 0.1 
to 0.4 m and the span between trunks from 0.7 to 6 m. CT varied depending on trunk 
diameter (Fig. 2.) from 3.8 to 6.4 and from 3.8 to 4.7 for dp = 0.1 m and dp = 0.4 m, 
respectively. Given a fixed span between trunks ax, CT falls with the increase of di-
ameter. At the same time, for a given diameter, CT grows with the increase of span ax. 
The dependence for the width bII is similar (Fig. 2), the width increases as the span  
ax rises and the diameter dp falls. The minimum value obtained for bII was 0.45 m for 
ax = 1 m and dp = 0.4 m, the maximum value was 52 m for ax = 6 m and dp = 0.1 m.  
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Fig. 2. CT and width of bII as a function of tree diameter and the span between trees. 
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In the case of shrub clusters with macro-structural parameters, i.e., given diame-

ters from 1 to 3 m and distances between individual shrubs from 2 to 14 m, the value 
of CT ranges from 3.9 to 4.2 m. Interestingly, for a fixed diameter the function de-
scribing the relationship between CT and the span ax has a distinct inflection point – 
namely the minimum value of CT (Fig. 3). The study of bII also revealed that similarly 
to trees the width of active zone grows as the diameter falls and as the span increases. 
 

3,8

4,0

4,2

4,4

0 5 10 15
ax [m]

C
T [

-]

dp = 1 m
dp = 2 m
dp = 3 m

0

5

10

15

20

25

0 5 10 15
ax [m]

bI
I [

m
]

dp = 1 m
dp = 2 m
dp = 3 m

 
Fig. 3. CT and width of bII as a function of macro-structural parameters of shrubs. 

For the case of micro-structure of shrubs the diameter of branches was assumed 
to vary from 0.005 to 0.02 m and the span between them from 0.05 to 0.3 m. In this 
case CT ranges from 3.8 to 6.3. Given fixed span ax, the value of CT decreases with the 
increase of shrub branch diameter, and grows with the increase of span, given fixed 
diameter. Some departure from this rule was noted for dp = 0.02 m, where an inflec-
tion point appeared for ax = 0.1 m, similarly to the results for macro-structural para-
meters of shrubs. Results of the study of the interaction zone bII, however, are similar 
to those for trees: the width grows as the diameter falls and the span between branches 
rises. In all the cases under study the interaction zone width did not exceed 3 m.  
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Fig. 4. CT and width of bII as a function of micro-structural parameters of shrubs. 



 

60
The analyses of the width of interaction bII as a function of plant parameters take 

into account the characteristics of vegetation density. This density appears in the well-
known formula of Lindner (Pasche 1984) which describes λv – the friction factor of 
vegetation: 

 2

4 p p wR
V

x

h d c
a

λ
⋅ ⋅ ⋅

=  (8) 

in the form of: 

 2
p

x

d
a

ϖ =  (9) 

Figure 5 shows typical dependences of the interaction zone width and CT  on the 
density of vegetation. Tree parameters and micro- and macro-structural parameters of 
shrubs have been selected. Figure 5 clearly shows the diversity of vegetative struc-
tures under analysis. Various density ranges translate to different types of relation-
ships describing CT and bII. In the case of isolated bushes, a practically constant CT 
equal approx. 4 can be assumed. However, for trees with density below 0.1 1/m, and for 
shrubs with density below 1 1/m, a steady increase of CT can be seen. Different types of 
vegetation lead to different ranges of interference zone width, and consequently to dif-
ferent ranges of active zone. In the case of dense bushes it will amount to a little over 
1 m, for isolated shrubs – up to approx. 10 m, and for trees – even over 100 m. 
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Fig. 5. Width of bII and CT as a function of vegetation density. 

In order to confirm the significance of the influence of CT on the interaction zone 
width, and thus on the change in the area of the active part of cross-section, computa-
tions carried out for the Warta river section comprising the Konińsko-Pyzderska valley, 
were used. To this end, the unsteady flow modelling system SPRUNER was used. The 
analyses covered two characteristic cross-sections of the river Warta, 346+000 and 
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358+450, for which computation of active surface as a function of CT was carried out. 
The obtained results are shown in Figs. 6 and 7. The cross-section 346+000 (Fig. 6) 
located below the Konińsko-Pyzderska valley is compact and floodplains has no sig-
nificant impact on the transformation of flood wave. The percentage of active zone 
area in the overall cross-section is considerably greater than in a cross-section with 
more complex shape (Fig. 7). With the decrease of slip coefficient for a given filling, 
the area of active zone increases, and for CT = 3 coincides with the full cross-section 
at complete filling of channel (Fig. 6). 
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Fig. 6. The variation of the area of active part of Warta cross-section at km 346+000.. 
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Fig. 7. The variation of the area of active part of Warta cross-section at km 358+450. 

The cross-section 358+450, located in the Konińsko-Pyzderska valley, has natu-
ral, widespread floodplains, which are decisive for the transformation of flood wave. 
The percentage of active zone area in the overall cross-section is considerably smaller 
and even for the minimum value CT = 3 does not coincide with full cross-section. 
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4. Summary and conclusions 

The study of the method of determining the active flow zone led us to formulate the 
following remarks and observations: 
• In the method of Pasche various vegetative clusters (trees and single or com-

pact shrubs) shape the function of CT and the range of interaction zone in dif-
ferent ways. 

• For vegetation structures with diversified density three width ranges of bII have 
been obtained: slightly over 1 m for dense bushes, up to approx. 10 m for iso-
lated shrubs and over 100 m for trees. 

• The described method of representing the active flow zone in one-dimensional 
models based on de Saint-Venant equations allows better representation of the 
transformation of flow conditions through widespread river floodplains. A cor-
rect assessment of vegetative structures and an appropriate determination of CT 
are important. 
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Abstract  

Three dimensional numerical simulations were carried out to calculate the 

storm surge and inundation area due to Typoon Maemi. The typoon landed on 

the southern coast of Korean Peninsula at 21 hr on 12 September 2003 with a 

central pressure of 950 hPa. It caused a terrific life damage with more than 130 

people missing and dead and the property damage of about 5 billion US dollars. 

The residential and commercial area facing the Masan Bay located in the south-

ern coast of Korea was heavily flooded and underground facilities suffered from 

the inundation by the storm surge. The simulated storm surge and the inundation 

area showed good agreement with field data. 

1. Introduction 

Typoon Maemi landed on the southern coast of Korea at 21 hr on 12 September 2003 

with a central pressure and a progression speed of approximately 950 hPa and 45 

km/h, respectively. The typoon caused an extremely high sea surface height, combined 

with astronomical high tide, severe storm surge and high waves. In Masan city facing 

Masan Bay, the residential and commercial area was flooded by the storm surge. It 

caused a terrific life damage with more than 130 people missing and dead and the 

property damage of about 5 billion US dollars. The maximum storm surge in Masan 

Port located in the southern coast of Korea was approximately 2.3 m. While Typoon 

Maemi was passing Masan Bay, the level of astronomical tide nearly reached the high 

water of a spring tide. A three dimensional numerical model was established to calcu-

late the storm surge and inundation due to storm surge. A field survey of storm surge 
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traces in Masan city was carried out to evaluate the inundation water depth. Figure 1 

shows the track of Typoon Maemi. Figures 2 and 3 show the air pressure and wind 

speed in Masan, Pusan and Yeosu, respectively. 

 

 

Fig. 1. Track of Typoon Maemi in September 2003.  

 

Fig. 2. Air pressure in Masan, Pusan and 

Yeosu. 

 
Fig. 3. Wind speed in Masan, Pusan and Yeo-

su. 

2. Field survey 

We measured the inundation trace in Masan city on September 18, 2003. Figure 4 

shows the distribution of the inundation area obtained in the field survey. We deter-
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mined the area by interviewing to witnesses and measuring the mud lines left on the 

some buildings. 

According to some workers at the fishing wharf of Masan Port, the water level 

reached the level shown in Photo 1. The level was about 2 m higher than the maxi-

mum tide at Masan tide station near the wharf.  

 

 

Fig. 4. Inundation area in Masan city  

           (blue line: inundated area). 

 

Photo 1. Water level according to witness  

               at the fishing wharf of Masan Port. 

 

 

Fig. 5. Observed sea levels at Masan and Pusan Ports during Typoon Maemi.  
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Figure 5 shows the water level variations at the tide observatory station of Masan 

and Pusan Ports, which was based on the data provided by the National Oceanograph-

ic Research Institute, Korea. The water level in Masan Port indicates that the level 

reached approximately 4.3 m above the datum line, and the high tide and the storm 

surge occurred simultaneously. The astronomical tidal level was 2.0 m, and so the 

storm surge became 2.3 m.  

3. Numerical simulation 

Numerical experiments were carried out to simulate the storm surge and the inunda-

tion due to Typoon Maemi using a three-dimensional numerical storm surge model. 

The model was developed by the authors (Kim and Lee 2007) using an ADI (Alternat-

ing Direction Implicit) finite difference and layer-level hybrid scheme. Figure 6 shows 

the domain for the storm surge simulation at far field. The time step was 20 sec, and 

the horizontal grid size was 500 m. The area was discretized by 580×388 points in the 

horizontal and 4 layers over the depth, and the vertical grid size varied from 2 to 10 m. 

The domain (Masan Bay) for the inundation simulation at near field was given in  

Fig. 1. The time step was 3 sec, and the horizontal grid size was 30 m. The area was 

discretized by 200×280 points in the horizontal and 4 layers over the depth. Numerical 

experiments with and without combined M2, S2, K1 and O1 tidal constituents were 

conducted, where M2 and S2 are semidiurnal components by principal lunar and prin-

cipal solar, respectively, and K1 and O1 are diurnal components by lunisolar and prin-

cipal lunar, respectively. 

 

Fig. 6. Geography and simulation domain at far field. 

The approximate highest high water (M2+S2+K1+O1) in Masan Bay is less than 

1 m. The meteorological inputs (atmospheric pressure and wind stresses) for storm 

surge were calculated by a parametric typoon model, namely the Hydromet-Rankin 
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Vortex Model (Holland 1980, Bretschneider et al. 1984). The major inputs of the 

model are locations of typoon center, central atmospheric pressure and radius for max-

imum wind speed. The meteorological inputs at each hour interval were used in the 

storm surge model for each grid system. Wind drag coefficients were calculated with 

Wu (1982) formula. Storm surge height was defined by observed sea level minus pre-

dicted tidal level, where tidal elevations were predicted using 64 harmonic constitu-

ents based on 1 year record.  

4. Model results 

4.1 Storm surge hindcast  

Figure 7 shows the comparison of the computed and observed storm surges at Masan 

Port. The computed maximum storm surge was 2.4 m, whereas the observed one was 

2.3 m. The hindcasted storm surge was in agreement with the observed one, around its 

peak. It seems that the negative surge in the tide record was not related with the suc-

tion effect by air pressure depression and wind-drift effect of the typoon. The ob-

served level was much lower than the computed level from 3 hr to 10 hr on 12 Sep-

tember 2003, but its reason is still unknown. Except for that, the computed tidal level 

agrees with the observed one. 

 

Fig. 7. Comparison of computed and observed storm surges at Masan Port.  

4.2 Inundation simulation  

Figures 8 and 9 show the observed and computed inundation areas in Masan city at  

22 hr on 12 September 2003, respectively. The maximum inundation height reached 

1.5 m at the wharf and 1 m or more at the reward city area. In fact, very clear inunda-
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tion traces remained on the walls inside and outside of the buildings within 500 m 

from the wharf. The computed inundation area was in good agreement with the ob-

served one.  

 

 

Fig. 8. Observed inundation area (yellow line). 

 

Fig. 9. Computed inundation area (red line). 

5. Conclusion and discussion 

The wind field of Typoon Maemi was hindcasted by the Hydromet-Rankin Vortex 

Model. The storm surge and the inundation area were simulated by the three-

dimensional numerical model. Model results were sensitive to meteorological forces. 

The results showed that the storm surge and the inundation area obtained by the nu-

merical model were in good agreement with the observed ones. It was confirmed that 

the storm surge exceeded 2 m in Masan Bay. The model may be an effective tool to 

understand the storm surge and inundation, and to prevent the disaster from a typoon. 

However, it is necessary to improve the numerical model to obtain a more accurate 

result, and to discuss on the storm surge and the inundation phenomena in more detail. 
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Abstract  

In this paper the random-vortex method is applied to the two-dimensional 
flow of an incompressible viscous liquid. A formula for the boundary condition 
on the free surface and a formula for the no-slip and no-through boundary condi-
tions are derived. The flow problem is solved using a fractional step algorithm. 
In the first step a velocity field is calculated from a vorticity advection equation. 
In the next steps the field is modified until it satisfies the boundary conditions. 
The condition on the free surface consists in the generation of a vortex sheet as a 
function of the free surface curvature and the liquid velocity components. The 
condition on the solid boundary is fulfilled by defining a vortex sheet on the 
boundary through a Fredholm equation of the 2nd kind and by calculating an ad-
ditional potential velocity field. The diffusion of vorticity is determined by the 
random walk method. It is shown how the method works using as an example a 
stationary flat flow around a flap gate. The results of the calculations are com-
pared with measurements performed on a flap gate model and good agreement is 
obtained. 

1. Introduction 

The free surface flow problem considered here concerns two media – a liquid and a 
gas – being in contact with each other. The problem is of considerable interest for 
studies of surface waves, gas bubble deformation, surface turbulence generation and 
for engineering calculations of the flow in an open trough and the flow around a hy-
drotechnic structure. 

The free surface problem has been studied for several decades, but the interest in 
it has significantly grown in recent years. Batchelor (1967) presented a simple vortici-
ty/free surface curvature dependence for the two-dimensional steady flow of an in-
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compressible non-viscous liquid. Longuet (1998) provided a proof of the above solu-
tion. The mechanism of vorticity generation on a free surface in the two-dimensional 
system was presented by Lundgren and Koumoutsakos (1999) who proposed to calcu-
late the vortex sheet on the free surface from the condition of consistency of pressure 
on this surface and to solve the vorticity diffusion equation with a boundary condition 
derived on the basis of the vorticity generated on the interface. The correlation be-
tween the deformation velocity tensor components and the vorticity components on 
liquid/gas interface, generalized to the 3-D system, was presented by Dopazo et al. 
(2000) who also derived an equation for the transport of the vorticity concentrated on 
the layer constituting the interface. Baker and Beale (2004) investigated the problem 
of the motion of the boundary separating two incompressible, non-viscous liquids, 
using the vortex blob method. 

The present paper presents a mathematical description of the flat flow of an in-
compressible viscous liquid, expressed in terms of velocity and vorticity with a boun-
dary condition on the free surface. The flow problem was solved by the random-vortex 
method. In order to show how the method works it was applied to a case of the flow 
around a weir flap gate. 

2. Random-vortex method 

The evolution of a vorticity field for the flow of an incompressible viscous liquid can 
be determined form the Navier-Stokes equation written in terms of vorticity and veloc-
ity as 

 2
1 20, [ , ], 0,x x t

t
ω ω ν ω∂
+ ⋅∇ − ∇ = = >

∂
u x  (1) 

which expresses vorticity transport (in this form it is called the Helmholtz equation). 
Here velocity vector 1 2[ , ]u u=u  and ν is a dynamic viscosity coefficient. Since for 
flat flows the vorticity vector is orthogonal to u, is treated as a scalar of the value 

2 1 1 2u x u xω = ∂ ∂ −∂ ∂ . 
Solution by the random (stochastic) vortex method consists in the decomposition 

of the vorticity transport (1) into two stages: advection and diffusion, written as: 
− for advection (in a Lagrangian frame) 
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where: ( , )tX α  and 1 2 0
( , ) ( , )

t
tα α

=
= =α X α stand for, respectively, the trajectory and 

initial position of a liquid particle (a vorticity carrier). According to relation (2), vor-
ticity is preserved along the trajectory of the particle 

 ( ) 0( , ), ( )t tω ω=X α α  (5) 

The velocity field is recovered from the vorticity field on the basis of the genera-
lized Biot-Savart law (Majda and Bertozzi, 2002) 
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where 2 22 1
1 22 2

1( ) , , .
2π

x x x x
⎛ ⎞
⎜ ⎟= − = +
⎜ ⎟
⎝ ⎠

K x x
x x

 

By combining equations (3), (5) and (6) one gets the following integrodifferential 
relation for the particle trajectory 

 ( )
2

0
( , ) ( , ) ( , ) ( ) ( , ) ,d t t t d t
dt

ω′ ′ ′= −∫
X α K X α X α α X α  (7) 

In the vortex method one searches for approximate solution (7) by discretizing 
the vorticity field in the flow region and mollifying singular kernel K(x). The discreti-
zation consists in replacing the continuous field with a finite set of vortex particles. 
The approximate trajectory of the particle at the initial instant at iα shall be denoted as 

( , ) ( )h h
i it t=X α X . 
The kernel can be mollified through a convolution with mollifying function 

( )( ) ( )fε ε= ∗K x K x  in the general form: 2 1( ) ( )f fε ε ε− −= ⋅x x , 0ε > , where ε  is a cut 
radius (a scaling parameter). Basic function f (x), called a cut function, is assumed to 
be smooth and axially symmetric, with a limited (or rapidly decreasing to zero in in-
finity) carrier, and fulfilling specific conditions ensuring the convergence and stability 
of the method (Majda and Bertozzi 2002). Integrodifferential relation (7) after flow 
region discretization and kernel approximation becomes the following system of ordi-
nary differential equations: 

 ( )
,

, , 2 2
0

( ) ( ) ( ) ( ) ,   ,
h

h hi
i j j

j

d t t t h i j Z
dt

ε
ε ε

ε ω α
∈Λ

= − ∈Λ =∑X K X X . (8) 

In the viscous splitting algorithm, vorticity particles are advanced with the ve-
locity of local advection in the first substep. In the second substep, diffusion acts on 
the particles, changing the vorticity field. 

Since it exploits the consistency between the diffusion equation solution and the 
description of the Brownian movement of particles (vorticity carriers), the diffusion 
problem in the random vortex method is solved by the random walk method. This 
means that the particles are subject to random displacement ( )1 2( ) ( ), ( )t t tη η=η , 
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which is determined from a normal (Gaussian) distribution with the expected value 
equal to zero and variance 2tν (Chorin 1973, Kostecki 2007). 

The evolution of vorticity, consisting in the displacement of vortex particles 
through advection and diffusion, is analyzed in discrete time steps and it can be calcu-
lated by, for example, the Euler method 

 , , ,( ) ( ) ( ) ( )
i i i

h h ht t t t t tε ε ε+ Δ = +Δ +X X u η  (9) 

where ( ), , ,
0( ) ( ) ( )

i

h h h
i j j

j
t t tε ε ε

ε
∈Λ

= − Γ∑u K X X  and 2
0 0 ( )j j hω αΓ =  is a vortex particle 

circulation. On the basis of the calculated trajectories the velocity field, the vorticity 
field and the stream function can be recovered from the following relations: 

 ( ), ,
0( , ) ( , )h h

j j j
j

t tε ε
ε

∈Λ

= − Γ∑u x K x X α  (10) 

 ( ), ,
0( , ) ( , ) ,h h

j j j
j

t f tε ε
εω

∈Λ

= − Γ∑x x X α  (11) 

 ( ), ,
0( , ) ( )h h

j j
j

t G tε ε
εψ

∈Λ

= − Γ∑x x X  (12) 

where 1( ) ( )( ), ( ) (2 ) lnG G f Gε ε π −= ∗ = −x x x x . The above equations describe the 
flow in the whole plane in which particles can move freely. In most engineering prob-
lems there is a problem of the boundary on which specific conditions must be fulfilled. 

3. Boundary conditions 

Let us consider a flat flow in region D confined by boundary S. The boundary consists 
of the following segments: 

− a solid boundary on which the velocity of the liquid is equal to that of the 
boundary, 

− an inlet with a prescribed velocity distribution, 
− an outlet with a prescribed direction of velocity vectors, 
− the free surface of water, on which the friction force is assumed to be equal to 

zero. 
− The above conditions are briefly discussed with regard to their application to 

the vortex method in the subsections below. 

3.1 Conditions for solid boundary, inlet and outlet 

Two conditions, no-through-flow and no-slip-flow, should be considered for an im-
pervious solid boundary. A method consisting in determining a potential velocity field 
which after superposition with the vortex velocity field fulfils the condition of disap-
pearance of the liquid velocity component normal to the boundary is employed to sa-
tisfy the former condition. The potential velocity field can be expressed by a gradient 
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from the velocity potential function, which means that the rotation of the field disap-
pears and the field does not change the vorticity of the flow region. 

It is best to represent the solution of the potential flow problem with the Dirichlet 
boundary condition by a potential stream function which satisfies the Laplace equation. 

 2 2( , ) 0, ( , ) , 0,p pt t D tψ ψ∇ = ∈ ≥ ∈x x x  (13) 

 ( , ) ( , ) ( , ) ,p bt t t Sωψ ψ ψ= − ∈x x x x  (14) 

where ωψ  is the vortex stream function whose approximation is given by relation 
(12). Stream function bψ  values on the boundary are known and, for example, for the 
channel bottom and the free surface they amount, respectively, to 0bψ =  b Qψ = , 
where Q is the volume flow rate. At the channel inlet, if the velocity profile is known, 

bψ  can be calculated by integrating the normal velocity component along the boun-
dary segment constituting the inlet. The part of boundary S between points A and B on 
which one can assume a Neumann condition according to which the velocity vectors 
are normal to the boundary, constitutes the outlet. 

 
( , )

0,p t
AB

n
ψ∂

= ∈
∂

x
x  (15) 

Problem (3)-(15) is solved here by the boundary element method. 
The no-slip-flow condition follows from the generation of friction forces between 

the liquid and the solid boundary whereby the velocity of the boundary and that of the 
liquid are consistent in the direction tangent t̂  to the boundary. The condition can be 
expressed by the relation: 

 ( ) ˆ( , ) ( , ) ( , ) 0,p bt t t Sω + − ⋅ = ∈u x u x U x t x  (16) 

where: ωu  = the vector of the vortex velocity from equation (10), p pψ=∇u  = the 
potential velocity, bU = the velocity of the boundary; 0b =U  when the boundary is 
stationary (e.g., the channel bottom) and 0b ≠U  for a moving boundary (e.g., a hydro-
technical gate). 

Friction produces a torque on the liquid particles adhering to the boundary whe-
reby vorticity is generated on the latter. In the present calculations this phenomenon is 
modelled by vortex sheet ( )γ x  forming on the solid boundary. After its generation the 
vortex sheet was discretized to vortex particles:  

 ( ) ,
i

i
ds

dS SγΓ = − ⋅ ∈∫ x x  (17) 

where ids  are the lengths of the elementary segments into which the boundary is di-
vided, in which the sheets are turned into vortex particles. As a result of this operation, 
vortex particles are generated in the centres of the segments in each time step, com-
pensating the jump of the tangent velocity component on the solid boundary.  
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The intensity of vortex sheet ( )γ x  can be determined by solving the Fredholm 
integral equation of the 2nd kind derived by the author (Kostecki 2008): 

 ( ) ( )
ln1ˆ( ) 2 ( ) ( ) ( ) ( ), ,

ˆπp b
S

dS Sωγ γ
∂ −

± = − + − ⋅ + ∈
∂∫

x ξ
ξ u u U ξ t ξ x x x ξ

n ξ
 (18) 

where: ˆ ( )n ξ  and ˆ( )t ξ  are unit vectors, respectively, normal and tangent to the boun-
dary at point ξ . The sign on the left side of the equation is positive when the vector 
normal to the boundary is directed outwards the flow region. 

3.2 Free surface boundary condition 

The free surface constitutes a boundary between the two fluids, on which the veloci-
ties of the two fluids’ particles are equal (Fig. 1a). Hence, neglecting the surface ten-
sion, one can assume that the stresses on the two sides of the sheet are at equilibrium. 
For an incompressible Newtonian fluid the stresses on surface element ds with normal 
vector n̂  are given by the relation: 

 ( )ˆ ˆ2pτ μ= ⋅ = − + ⋅n T n I D n  (19) 

where: T is the stress tensor, p pressure, μ  the dynamic viscosity coefficient, and D 
the strain-rate tensor. 

Assuming that the density and viscosity of fluid 2 (gas) are low in comparison to 
those of liquid 1, the stresses in fluid 2 can be neglected. Then the equation of equili-
brium of shear stress on the free surface is described by the relation (Lundgren and 
Koumoutsakos 1999) 

 ( )ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ 0T⋅ ⋅ = ⋅ ∇ +∇ ⋅ = ⋅∇ ⋅ + ⋅∇ ⋅ =t D n t u u n t u n n u t  (20) 

For vorticity in the flat flow the following relations hold: 

 ( ) ˆ ˆ ˆˆ ˆ ˆTω = ⋅ ∇ −∇ ⋅ = ⋅∇ ⋅ − ⋅∇ ⋅n u u t n u t t u n  (21) 

Combining (20) and (21) one gets 

 ˆ ˆ2ω = − ⋅∇ ⋅t u n  (22) 

Since ˆ
s

∂
⋅∇ =

∂
ut u  and 

ˆ ˆ( ) ˆ
s s s

∂ ⋅ ∂ ∂
= ⋅ + ⋅

∂ ∂ ∂
u n n uu n , relation (22) can be written as 

 
ˆ( ) ˆ2 2

s
ω κ∂ ⋅
= − + ⋅

∂
u n u t  (23) 

where 
ˆ
s

κ ∂
=
∂
n  is the curvature of surface ( , )S tx . 

The physical sense of equality (23) is that vorticity on the free surface will be 
generated depending on the doubled change of the normal velocity component of the 
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free surface of water and the doubled tangent velocity component multiplied by the 
curvature of this surface. Assuming that the vorticity is concentrated on the free sur-
face, which is considered to be a very thin layer (Fig. 1b), the intensity of the vortex 
sheet can be calculated as follows 

 
2

20
( , ) lim ( , )

dx
t t dxγ ω

→
= ⋅x x  (24) 

In the present paper, vortex sheet intensity ( , )tγ x  is discretized using vortex par-
ticles with circulation iΓ  according to relation (17). The particles are located in the 
centres of segments ids . 
 

 
Fig. 1. (a) Sketch of the interface; (b) Schematic of vortex sheet intensity determination. 

In the next time steps the vortex particles generated on the solid boundary and on 
the free surface are displaced through advection and diffusion whereby the evolution 
of a vorticity field is modelled. According to the method’s algorithm, the particles 
which as a result of the displacement cross the boundaries of the region of the flow are 
eliminated from the calculations. 

4. Exemplary calculations of flow over flap gate 

The performance of the vortex method with the free water surface boundary condition 
was checked for a flow through a model of a flap gate for which also experimental 
studies were carried out. The dimensions of the physical model are shown in Fig. 2a. 
Calculations were done in a dimensionless system, assuming all the distances to be 
normalized to outlet depth 0.192wh =  and mean inlet velocity 0 [0.521,0]=u ; hence 
Reynolds number Re = 105. Also time was normalized relative to 0/wh u . 

The vortex method calculations were done assuming: the length of the boundary 
segments for determining vortex sheet intensity h = 0.026, the cut radius for the molli-
fying function 0.95 0.0312hε = = , time step dt = 0.025, the number of time steps for 
each simulation kt = 500, and a velocity distribution averaging time of 2.5. 

The flap gate was assumed to be stationary ( 0b =U ) and vortices were generated 
on the solid boundary due to only discontinuities of tangent velocity in the direction 
perpendicular to the solid boundary. Also the flow was assumed to be stationary; 
hence ˆ 0⋅ =u n  on the free surface (cf. eq. 23) and vortices were generated due to only 
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the free surface curvature. The shape of the free surface was measured on the model 
and then approximated by 5th degree polynomial y(x); the latter was used to determine 
the curvature (Fig. 2b). 
 

   
Fig. 2. (a) Curvature of free surface of water; (b) channel and flap gate dimensions. 

The calculation results in the form of visualization of the evolution of vortex par-
ticles and an averaged velocity field distribution are shown in Figs. 3a and 3b, respec-
tively. 
 

 

 

Fig. 3. Simulation result, Re = 100000 at kt = 500 for Δt = 0.1 and N = 4049: (a) vortex particle 
distribution; (b) averaged velocity field. 

5. Model tests 

Tests were carried out on the physical flap model in order to determine the velocity 
distribution in selected hydrometric verticals in the inlet channel and over the flap. 
The investigations were conducted in a hydraulic laboratory in a 6.0×0.7×0.15 m glass 
measuring flume for unit flow qw = 0.1 m3/s and Re = 105. The dam stage model  
(Fig. 4) consists of a channel with gradient So = 0.002 ensuring gentle water inflow,  
a 0.3 m high dam heel, a flap gate and an outlet. Upstream of the flap gate the flow is 
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calmed by a stilling screen. Flap gate curvature radius R = 0.3193 m and arc chord 
length a = 0.30 m. The flap gate support structure allows one to adjust the flap gate 
position from −10° to 50°. 
 

 
Fig. 4. Sketch of water velocity measurement setup. 

The water flow rate was measured with an accuracy below 1% using a Thomson 
overflow. Water levels upstream and over the flap were measured with an accuracy of 
0.0001 m using a needle level gauge. In order to keep an even pressure (equal to the 
atmospheric pressure) in the space under the flap, the required quantity of air (Qa) was 
supplied. The pressure under the flap was measured by means of a PE350 pressure 
gauge capable of measuring pressure difference with an accuracy of 0.1 hPa. 

6. Tests results and comparison with calculations 

The measurements were performed for the flap tilted at angle α = 10° and water flow 
Q = 0.015 m3/s. After the water flow conditions became steady, water elevations up-
stream and over the flap were measured. On this basis an empirical equation describ-
ing the water level depression curve above the flap gate edge was formulated. The 
equation was needed for numerical calculations. 
 

 

Fig. 5. Comparison of distributions of horizontal velocity components: ∼ calculations and • 
measurements.  
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Table 1 

Comparison of calculated and measured velocity profiles 

Profile  x = 2.799 Profile  x = 4.269 

Depth 
[m] 

Vm  
[-] 

Vc  
[-] 

Error 
[%] 

Sd 
[-] 

Depth
[m] 

Vm  
[-] 

Vc  
[-] 

Error 
[%] 

Sd 
[-] 

0.0174 0.9594 1.0445 −8.87 0.0383 0.0052 1.5489 1.6048 −3.61 0.1708 
0.0374 1.0434 1.0737 −2.91 0.0422 0.0152 1.7575 1.8383 −4.60 0.2015 
0.0574 1.1102 1.0800   2.72 0.0383 0.0252 1.9119 2.0466 −7.04 0.0710 
0.0774 1.1213 1.0787   3.80 0.0422 0.0352 2.0468 2.1557 −5.32 0.0326 
0.0974 1.1244 1.0721   4.65 0.0403 0.0452 2.1181 2.2216 −4.88 0.0326 
0.1174 1.0900 1.0615   2.61 0.0364 0.0552 2.1926 2.2852 −4.22 0.0249 
0.1374 1.0799 1.0473   3.02 0.0307 0.0652 2.2609 2.3413 −3.56 0.0172 
0.1574 1.0420 1.0254   1.60 0.0364 0.0752 2.3366 2.3554 −0.80 0.0230 
0.1774 0.9243 0.8328   9.89 0.0710 0.0852 2.3559 1.9644 16.6 0.0422 

 
The horizontal water velocity components were measured in eleven hydrometric 

verticals in the channel axis. In each vertical, measurements were carried out at ten 
levels uniformly spaced along the height, by means of the PE30 probe. The measure-
ments were performed for 30 s in a time step of 0.1 s and then mean velocities and 
standard deviations in the particular points were calculated. The measurement results 
for the dimensionless quantities in the selected verticals are shown in Table 1 which 
also includes the calculated horizontal velocity components and the percentage differ-
ence between them. Velocity distributions for several verticals are compared in Fig. 5. 

7. Discussion 

Certain conclusions emerge from the analysis of the water flow conditions and the 
measurement results. As the stream approaches the flap edge, a gentle depression 
forms, which is associated with the increase in the mean velocities in the particular 
verticals. Also the velocity distribution along the height changes. In the inlet channel 
the maximum velocities in the vertical occur in its upper and middle part, but in the 
stream over the flap the shape of the velocity profile changes and the maximum water 
velocity vectors occur near the flap’s surface. 

The velocity distributions calculated and measured along the inlet channel seg-
ment are consistent and the differences do not exceed 5%. The exception are the val-
ues near the free surface and the bottom. This divergence can be due to the influence 
of the geometry of the probe’s ellipsoidal disk (30 mm in diameter and 10 mm high) 
and its location. According to the principle of measurement with this instrument the 
minimum distance of the probe from the bottom’s surface should be 0.02 m, whereas 
the extreme measurements were made at a distance of 0.01 m. Because of the location 
of the probe in the vicinity of the free surface, its head is not fully submerged, which 
significantly affects the accuracy of the measurement. The fact that the results are 
loaded with significant errors is confirmed by the clearly higher standard errors of the 
discussed measurement results (Table 1). 
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8. Conclusions 

The random vortex method was applied to solve the problem of the flat flow of an 
incompressible viscous liquid with a free surface condition. Attention was focused on 
the mathematical formulation of boundary conditions leading to the determination of 
the intensity of the vortex sheet forming along the edges. The intensity of the vortex 
sheet on the solid boundary, where the tangent velocity component is discontinuous, 
was determined from the Fredholm equation. The strategy presented by Lundgren 
(1999), consisting in the assumption of the zero-shear-stress condition, was applied to 
the free surface. For stationary motion this strategy leads to the determination of vor-
ticity as a doubled product of the tangent velocity and the free surface curvature. In 
this study the vorticity was transformed to vortex sheet intensity. Then the vortex 
sheet intensity was discretized to a circulation of particles (vorticity carriers) from the 
evolution of which one can determine the velocity field, the vorticity field and the 
stream function. 

It was demonstrated how the method works using as an example the flow around 
a flap gate model. The results were compared with the results of physical model tests. 
A comparison of the velocity distributions shows that the vortex method simulates 
well the flow with the proposed boundary conditions on the free surface. Slight differ-
ences in the shape of the compared velocity profiles are probably due to the type of 
instrument used to measure velocity. 

In the authors’ opinion this research should be continued, especially due to the 
fact that no studies dealing with the application of the vortex method to the flow of a 
liquid with a free surface have been found in the literature on the subject. The authors 
intend to improve the accuracy of the measurements by carrying out the investigations 
on a model with larger geometric dimensions or by changing the instrument used to 
measure the velocity in the surface and bottom zones. 
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Abstract  

One-dimensional models of unsteady flow provide a good representation of 
flow transformation as long as the conditions of flow are close to the assump-
tions of 1D motion, i.e., there is one predominant flow direction which coincides 
with river longitudinal gradient. However, this assumption is too simplistic when 
a lengthy river section with widespread floodplain valleys is being modelled. 
When developing a numerical model of river hydrodynamics, correct representa-
tion of flow transformation through these water-course elements is the most im-
portant, but also the most challenging part. Motion of liquids in floodplains may 
not be regarded as one-dimensional (particularly in the initial phase of filling the 
valley with water and in the closing phase, when water returns to the main chan-
nel). Representation of these would require 2D models. One of the methods used 
to represent spatial motion of water on floodplains in 1D unsteady flow models is to 
split the river cross-section into its active and inactive zones. The fundamental dif-
ficulty is to determine the range of active cross-section. Pasche’s method is one 
of possible techniques applicable for this purpose. 

1. Introduction 

Since the possibility arose of applying numerical methods to differential equations 
describing the motion of free surface liquids, numerous specialist works have dealt 
with modelling of unsteady flows in open channel networks. This refers in particular 
to the well known numerical models based on de Saint-Venant equations (Abbott 
1991, Cunge 1989). These models provide a good representation of flow transforma-
tion provided that there is no great discrepancy between flow conditions and the as-
sumptions of one-dimensional motion, i.e., there is one predominant flow direction 
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which coincides with river longitudinal slope (Maidment 1992), and the transversal 
and vertical components are negligible. This criterion, together with correct data de-
scribing channel geometry, drag, flow balance and its time-dependant distribution, 
allows the researcher to obtain reliable results useful in design, water management and 
flood protection(Wosiewicz 1996). 

However, the assumption required in one-dimensional models, i.e., that of one 
prevailing flow direction, is too simplistic when modelling a lengthy river section with 
widespread floodplain valleys. Natural, vegetated and widespread floodplains are de-
cisive for the transformation of flow though a watercourse for flood waves. Motion of 
liquids in floodplains may not be regarded as a one-dimensional phenomenon (particu-
larly in the initial phase of filling the valley with water and in the closing phase, when 
water returns to the main channel) and a comprehensive representation of these would 
require two-dimensional models. Despite considerable progress, practical applicability 
of such models for long river sections is still unrealistic, which is chiefly due to the 
cost of reliable measurement data required for the model.  

One-dimensional models of unsteady flow are therefore only a tool for analysis 
and forecasting of flood wave transformations for long river sections and river net-
works. Nevertheless, they must take into account the spatial character of motion, 
which is achieved by extra parameters ensuring better representation of real flow con-
ditions in widespread floodplain valleys.  

2. Equations describing one-dimensional unsteady motion of liquids 
         in open channels 

One of the methods to represent the spatial character of motion in floodplains in one-
dimensional unsteady flow models is to split the river cross-section into the active 
cross-section Ac (flow-related) and the inactive (dead) zones Ao, with the overall river 
cross-section being the sum of these two: A = Ac+Ao. 
 

 
Fig. 1. Computational division of river cross-section into its active (Ac) and dead (Ao) compo-
nent. 

The mass conservation equation, in which all of the cross-section is considered, 
looks as follows (Maidment 1992): 
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 ( )
.C OAQ +  = q

x t
A∂∂

∂ ∂
+  (1) 

The momentum equation (2) takes into account only the active part, hence the total 
cross-section area is substituted with the active cross-section area: 

 
2( )

0,C
ec

QQ h +  + gA + Sf + S  + W = ct x x
Aβ∂∂ ∂

∂ ∂ ∂
⎛ ⎞
⎜ ⎟
⎝ ⎠

 (2) 

where Q − flow rate [m3/s], h − water table ordinate [m], x − cross-section position 
coordinate [m], t − time [s], g − acceleration due to gravity [m/s2], q – unitary lateral 
inflow on the length of the watercourse [m3/s/m], β − momentum coefficient [-], Sf  − 
hydraulic gradient [-], Sec − term representing the loss due to the cross-section getting 
narrower or wider [-], W = qQ/Ac – term representing the unitary lateral inflow in the 
equation of motion [m3/s2]. 

3. Determining the range of active cross-section 

The key difficulty is to determine the range of the active cross-section zone. One of 
the methods to do it is that of Pasche (1984), used in the unsteady flow modelling 
system SPRUNER (Wosiewicz 1996). It is assumed that the active part of cross-
section consists of the area which determines inbank capacity and of the bII zone  
(Fig. 2.) of interaction between the main channel and floodplains, calculated according 
to the formula (Laks 2005): 

 
4
3

0.5628 (0.068 0.056)T

hz
II C

z

Rb
g n e

=
−

 (3) 

where Rhz – hydraulic radius of floodplain [m], nz – floodplain roughness coefficient, 
CT – slip-velocity in Pasche’s method [-]. 

Further details on the method to determine the range of the bII  zone can be found 
in (Laks and Kałuża 2005, Laks and Wosiewicz 1997). 
 

 
Fig. 2. Determining the range of active cross-section. 
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4. Computer implementation 

The above assumptions on the range of active flow zone have been implemented in the 
unsteady flow modelling system SPRUNER (Wosiewicz 1996), developed at the  
Faculty of Land Reclamation and Environmental Engineering at the University of Life 
Sciences in Poznań. 

The system determines the active flow zone according to the following scheme: 
 for water levels below the inbank capacity, the active zone and the overall 

cross-section coincide, 
 for water levels exceeding the inbank capacity, for each tabulated water level 

ordinate the range of active zone is calculated according to formula (3) for 
both the left and the right banks, 

 given the range of active zone, the surface area Ac(h) is calculated, together 
with all other parameters required for numerical solving of de Saint-Venant 
equations. 

Each cross-section corresponds to two sets of data, separately for the active part 
and for the entire flow area. The system also stores the values of CT calculated from 
Eq. (3) for each cross-section, separately for the left and the right floodplain. This 
parameter is considered a model-specific constant, the value of which can be deter-
mined in the process of calibration the model to the real situation. 

5. Analysis of the size of active flow zone for selected cross-sections  
        of the Warta river 

The size of the active part of the cross-section (as a function of water depth) has been 
analysed for three characteristic river cross-sections of the Warta river (Figs. 3 and 4). 
It has been assumed that CT is 5.0.  

The cross-section 350+100 (Fig. 3), located in the region of Koninsko-Pyzderska 
valley, is characterized by widespread floodplains which are decisive for the transfor-
mation of flood waves. The width of floodplain valley is 3150 m, the width of the 
main channel is 70 m. For this cross-section, the active zone area does not exceed 14% 
of the overall cross-section area.  
 

 
 

Fig. 3. Computational cross-section of the Warta river at km 350+100. Surface area of the 
active cross-section and the entire cross-section  
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For some cross-sections and a specific water level, the total surface area of the 

cross-section may be equal to that of the active zone, which is shown in the example 
given in Fig. 4. This means that the valley is filled to such a depth for which also in 
the floodplains there is one predominant direction of flow coinciding with that of the 
longitudinal gradient of the watercourse. 
 

 
 

Fig. 4. Computational cross-section of the Warta river at km 348+000. Surface area of the 
active cross-section and of the entire cross-section. 

For the same cross-section (km 348+000), the change in the percentage of active 
area in the entire cross-section area is presented as a function of water table level  
(Fig. 5). This plot describes the two principal work-phases of floodplains. In phase 
one, the valley is being filled up, hence the share of the active zone falls. In the flood-
plains the momentum is not transferred in the direction of the longitudinal axis of the 
watercourse (transversal and local gradients prevail). Phase two refers to the moment 
when the filling is sufficient for the active zone share to start rising again. Local or 
transversal gradients are no longer decisive for the direction of flow in the floodplains. 
The floodplain valley increasingly transfers momentum in the direction consistent 
with the dominant flow direction, until in all the cross-section, the water flows through 
the entire cross-section in the direction parallel to the longitudinal axis. This descrip-
tion is clearly very simplistic, but it shows how the spatial character of motion in the 
floodplains can be included into one-dimensional models. 
 

 

Fig. 5. Computational cross-section of the Warta river at km 348+000. Percentage of active 
cross-section in the entire cross-section as a function of water level. 
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The presented examples of computational cross-sections of the Warta river show 
that the range of the active flow zone may be calibrated with considerable impact on 
computational results. For widespread floodplain valleys the key calibration parameter 
is not the roughness coefficient but CT from formula (3). It is this parameter that will 
be decisive for the size of active zone. Consequently, it will define the influence of 
floodplains on flow transformation.  

6. Calculation of flow transformation for the 1997 flood wave on the Warta  
         river section from the Jeziorsko reservoir to Oborniki 

In order to verify the methodology described above, a one-dimensional model was 
developed of a 180 km section of the Warta river between cross-sections km 384+150 
(lower dam post at the Jeziorsko reservoir) and km 206+300 (IMGW gauging station 
in Oborniki). 

The model comprised 244 computational sections, 221 cross-sections, 27 bridges, 
4 by-pass channels (in Koło, Konin, Śrem and Poznań), 2 embankment weirs, and one 
riverside reservoir (the Golina polder). Two tributaries – Prosna and Ner – were taken 
into account. Calculations were carried out for two variants: with and without the  
active zone. The model was also calibrated. Results are shown in Fig. 6. 
 

 
 

Fig. 6. Comparison of calculated and measured hydrographs at the gauging station in Poznań. 

For the variant with no separated active flow there is no sufficient agreement be-
tween measured and calculated results. This refers to the wave shape, time of maxi-
mum discharge and the discrepancies between levels at individual points of the hydro-
graph. In the variant in which a separate active flow zone is considered, the input 
wave is considerably transformed and its shape is in good agreement with measure-
ments. Calculated time of maximum levels and discharges coincides with the time 
determined based on measurements. Discrepancies between measured and calculated 
results occur in the values of water table ordinates. However, it should be stressed that 
the procedure of calibration was very simplistic and consisted of merely three „predic-
tor-corrector” steps. More sophisticated model identification methods, e.g., optimisa-
tion methods using gradient solution search algorithms, might lead to better agreement 
of calculated and measured results. 
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7. Conclusions 

The schemes described in this paper, developed for the representation of widespread 
floodplain valleys, introduce new parameters into one-dimensional unsteady flow 
models based on de Saint-Venant equations. These parameters require calibrating in 
the process of calibrating the model to the real situation. In practice, for each simula-
tion in which a flood wave is analysed a parameter must be chosen (in the above 
scheme CT) which determines the range of active zone and its water level-dependant 
behaviour. In this way, no out of range roughness coefficient values are introduced 
into the model, which, in fact, indicates that either the physical background of the 
model is inadequate or the data describing the watercourse geometrics is uncertain, 
although geometry is generally considered reliable. 
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Abstract  

Floods in urban areas cause considerable economic and social losses. 

Measures for the mitigation of flood consequences are usually limited by exist-

ing city infrastructure. The city of Gdańsk is situated within a complicated sys-

tem of rivers and channels called Gdańsk Water Node (GWN). The critical point 

of the GWN is the Radunia Channel, 13.5 km long. The main reason of the urban 

flash flood was intensive precipitation which appeared on 9 July 2001. The paper 

presents reasons, run and consequences of the flood, hydrological analysis, field 

measurements, formulation of 1D mathematical model of GWN, based on MIKE 

11, various hydraulic calculations, including proposals of new hydraulic solu-

tions. 

1. Introduction 

Gdańsk is an important Polish harbour situated on the southern coast of the Baltic Sea 

in the lowland area, at the mouth of the Vistula River. It is large industrial, scientific 

and cultural centre with 460 thousand inhabitants and its area is 262 km2. It is the capi-

tal of the Pomeranian province. Therefore, any flood in this city results in considerable 

damages and losses. Flash flood, which invaded Gdańsk in 2001 was a very specific 

flood, different from others, which depend on high discharge in the river, which flows 

through the city. 

Floods become recently more frequent than before and bring severe conse-

quences. It is estimated that about 37% of economic losses caused by natural disasters 

are due to floods. There are many publications concerning floods and mitigation of 

their effects. The third International Symposium on Flood Defence, which was held in 

2005 in Nijmegen, was a very important event concerning all aspects of flood defence 

and management. An important aspect is the fact of changing general approach from 

previous flood protection to flood management. 

mailto:wojciech.majewski@imgw.pl
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Gdańsk is situated in the Vistula delta, which was in the past and is at present en-

dangered by various types of flooding (Fig. 1). In the XIXth century and earlier, the 

main hazard of flooding was due to ice jams, which formed on the Gdańsk Vistula, the 

western arm of Vistula (Jasińska and Majewski 2004). The turning point in the solu-

tion of flood problems was the construction of a new outlet of the Vistula River to the 

sea in 1895, called the Przekop Wisły. The river arm, Gdańsk Vistula was cut-off at 

Przegalina by means of a navigation lock, and thus the Dead Vistula was created 

(Jasińska 2002). Now the Gdańsk region has a very complicated system of rivers and 

channels. The urban flash flood, which invaded Gdańsk in 2001 came from the mo-

raine hills situated on the west of the city. In recent years the city expansion went in 

this direction. This resulted in considerable decrease of retention capacity. Engineer-

ing organizations were warning city authorities about a possible flood coming from 

this direction in case of intensive precipitation.  

 

 

North harbour 

Śmiała Vistula 

Motlawa Moat Przegalina 
navigation 
lock 

Westerplatte 

Martwa Vistula 

storm gate 

2 
1 

 

Fig. 1. Gdańsk Water Node (scheme). 

The aim of the paper is to present hydraulic and hydrological situation of 

Gdańsk, sudden intensive rainstorm and its consequences in the form of flood, formu-

lation of the mathematical unsteady flow model, and hydraulic calculations for various 

new technical solutions. The main emphasis is on hydraulic aspects. 

2. Gdańsk Water Node 

Gdańsk region has a very complicated system of rivers and channels (Fig. 1), which is 

called Gdańsk Water Node (GWN). The main rivers are Vistula and Dead Vistula. 

The terrains along these rivers are protected by flood dykes. Dead Vistula has several 

tributaries and channels, which at the discharge point are equipped with storm gates. 
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To prevent the inflow of salty waters into rivers and streams storm gates close auto-

matically when water level in the Dead Vistula is higher than in the tributaries. Baltic 

Sea is practically tideless; however, winds blowing from the sea may result in the in-

crease of water level up to 1.5 m above mean water level in the Gulf of Gdańsk. 

There are two smaller but also very important rivers in GWN: Motława and Ra-

dunia. Motława River flows along Gdańsk Żuławy and discharges into Dead Vistula 

forming several branches within the city. One of them is Opływ Motławy, which was 

a defensive moat of Gdańsk in ancient times. Now it forms a flood retention reservoir. 

There are two main storm gates separating inland part of GWN from the Dead Vistula.  

Radunia River flows towards Gdańsk from the moraine hills. It has important 

slope and mountain character, which results in large variation of discharge. In the 

XIVth century an artificial channel, called Radunia Channel (RCh), was constructed to 

supply water to the city of Gdańsk. It branches from the Radunia River in the vicinity 

of Pruszcz Gdański. It runs at the foot of moraine hills. The length of the Radunia 

Channel is 13.5 km and its catchment, totally on the left hand side, amounts to 55 km2. 

There are 7 small natural streams and several outlets from storm drainage networks, 

which discharge into RCh. Their discharge in normal conditions does not exceed 1 

m3/s. The total volume of the Radunia Channel is estimated as about 0.3 mln. m3. The 

bottom width of the channel is around 8 m and has an almost rectangular cross-

section. The average slope of the channel is 0.5‰, its conveyance at maximum depth 

of 2.7 m was estimated at about 20 m3/s. The RCh has an embankment on the right-

hand side, which runs parallel to the main road and railway line leading to Gdańsk 

from the south. This embankment has the crest width from 3 to 5 m and height of 4 to 

5 m. The inner slope of the channel is in many places protected by means of concrete 

slabs supported on sheet piles. The area along the right bank of the RCh is occupied 

by the old urban part of Gdańsk lying in a depression. RCh discharges into Motława 

River. It has also additional outflow to Motława Moat. 

3. Precipitation regime 

Precipitation in Gdańsk is highly non-uniform in space and time. During last years 

there were frequent intensive rainstorms, which usually covered only a small area. The 

average annual precipitation in Gdańsk is about 600 mm and the July average is  

68 mm. In recent years it was observed that the maximum daily precipitation occurred 

in July. On 9 July 2001 over a period of 4 hours the whole catchment of the RCh re-

ceived 80 mm of precipitation. The amount of precipitation on 9 July was 120 mm.  

4. Flood run and its consequences 

The flood in Gdańsk in July 2001 was a typical urban flash flood and was caused by 

intensive rainfall. It was the first serious natural flood in the Gdańsk region since the 

construction of the Wisła Przekop (Vistula River Direct Channel) in 1895.  

Dramatic situation was caused by the fact that flooding started within a very 

short time from the beginning of rainfall. It may be regarded that water which fell in 

the form of precipitation on the catchment of RCh formed a surface run-off, which 
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moved down the slope of moraine hills. Part of water was collected in the streams 

discharging into RCh, and part of water entered the storm drainage system. All water 

found finally the way to RCh, which could not accommodate such important discharge.  

As the result of intensive precipitation over the catchment of RCh, the inflow of 

water to the channel was estimated as 100 m3/s during 4 hours in comparison to the 

channel conveyance 20 m3/s. As the result of this inflow the embankment of the RCh 

was breached in 5 places, which resulted in flooding of the area of the city situated in 

the depression on the right side of the channel and the main road. This resulted in de-

struction of the main road and railway line in several places (Fig. 2). 
 

 

Fig. 2. Breached RCh and flooded areas. 

Also two main roads approaching Gdańsk from the west turned into torrential 
rivers. Gdańsk main railway station was flooded, which caused one week’s break in 
traffic. In other part of the city the main embankment of the small reservoir on the 
Strzyża Stream was breached, which resulted in a severe flood along the street and 
flooding of the crossing on the main road between Gdańsk and Gdynia. 

Losses in the city infrastructure caused by flood were very high and estimated at 
about 50 mln. USD. More than 300 families were affected by the flood (damaged 
houses, loss of property). It was necessary to rescue people and their property from 
complete damage and destruction. Basements of numerous houses were flooded and 
required draining and drying. About 5000 people received special calamity status, 
which affords social assistance.  

5. Flood Protection Project 

After the flood of 2001, the Regional Board of Water Management in Gdańsk decided 

to undertake steps to improve flood protection in the Gdańsk area in the future, espe-
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cially in the region of GWN (Majewski et al. 2003, 2004) in case of a similar rains-

torm. The analysis of the existing spatial situation of the city indicates, however, that 

the present infrastructure does not allow any major change in the network of channels 

in the Gdańsk area. The main tasks of the project were defined as follows: 

 field measurements of all rivers and channels forming GWN (cross-sections 

and longitudinal profiles), 

 hydrologic analysis of rivers and streams together with water level changes in 

the sea, 

 development of 1D unsteady flow model of the whole system of rivers and 

channels including hydraulic structures, 

 analysis of possible new hydraulic structures to mitigate flood situation in 

GWN in case of a rainstorm similar to that in July 2001 (retention reservoirs, 

improvement of flow conveyance of rivers and channels, improvement of 

flood dykes, additional discharges from RCh), 

 calculations for various possible solutions of flood protection, 

 analysis of results and proposal of technical solutions. 

Field measurements of river and channel cross-sections and longitudinal profiles 

were necessary to update existing data. More than 250 cross-sections were measured. 

They formed the basis for the mathematical model. Hydrologic analysis of discharge 

probability in all rivers and channels was necessary as initial conditions for hydraulic 

calculations. Possible coincidence of high water elevations in the Gulf of Gdańsk, and 

thus in Dead Vistula, together with high discharges in the rivers of GWN were ana-

lyzed.  

1D unsteady flow model of the whole GWN was developed, including all hy-

draulic structures, e.g., weirs, bridges, culvers and storm gates. This model was based 

on MIKE 11 HD. An important task was the assessment of Manning roughness coeffi-

cient. This was done on the basis of field inspection. No data were available for the 

verification of values of roughness coefficients. 

6. Hydraulic calculations 

Hydraulic calculations included the following parts: 

 discharge from the catchment to RCh, 

 conveyance of RCh including all discharges from the catchment, 

 conveyance of Radunia and Motława Rivers including natural flows and ad-

ditional discharges from RCh, 

 operation of storm gates situated at the outflow from Motława Moat.  

A special part of the model was the catchment of RCh. This catchment was di-

vided into subcatchments of the streams and areas between them. Inflows to the RCh 

were determined by means of empirical formulas taking into account proposed 18 

artificial retention reservoirs. Finally, the lateral inflow to RCh and its longitudinal 

distribution was determined. On the basis of these data, discharge along the length of 
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the RCh was determined. Increase of discharge in the RCh was not possible because 

of channel construction. In some places, the calculated discharge exceeded channel 

conveyance and the only solution was the construction of 4 controlled side outflows to 

Radunia or Motława Rivers. 

The calculations of the conveyance of Radunia and Motława Rivers were carried 

out for the discharge of 1% probability, estimated from hydrologic analysis. These 

calculations indicated that in some places existing flood dykes are too low and need 

heightening. Sample calculation of discharge changes along the Radunia River and 

water levels along its run are shown in Fig. 3. 
 

 

Fig. 3. Water level and discharge along Radunia River. 

Water inflow from the moraine hills to the Martwa (Dead) Vistula cumulates in 

the River Motława, which before flowing into Gdańsk, forms the reservoir (Motława 

Moat). Its surface area is about 20 ha, which afford the additional storage of about  

200 000 m3 of water. Motława Moat is connected with Martwa Vistula by means of 

two storm gates, which close automatically when the water level in the Martwa Vistu-

la is higher than that on the landward side. There are six storm gates altogether, how-

ever, the most important are the storm gates on the Motława Moat. 

The first inflow to the Motława Moat is in the form of a side discharge from the 

Radunia Channel. Its maximum capacity is 12 m3/s. The next tributary is the River 

Motława, which collects waters from the River Radunia and other rivers. Maximum 

discharge of the River Motława at the inflow to Motława Moat is estimated at 90 m3/s. 

This discharge changes with time. Hydrologic analysis provides the discharges of all 

inflows according to the probability of their appearance. 

Hypothetic storm surges in Martwa Vistula were assumed for various probabili-

ties from p = 0.3% to p = 10%. The average water elevation in the Martwa Vistula is 
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about 0.40 m a.s.l. The maximum water elevation for a storm surge of the probability 

p = 0.3% is 1.5 m and the time of reaching the maximum water elevation is about  

16 hours.  

The 1D mathematical model includes also the flow through storm gates. Inflow 

hydrogram to the Motława Moat is assumed together with the hydrogram of water 

elevations in the Martwa Vistula, which constitutes the lower boundary condition. In 

the beginning, the same water level in the Motława Moat and in the Martwa Vistula is 

assumed. As a result of calculations we obtain a change in water levels in the Motława 

Moat compared with those on the Martwa Vistula. This indicates when storm gates 

close and then open again. Example calculation for discharge Q = 12 m3/s and storm 

surge of p = 0.3% is shown in Fig. 4.  

Fig. 4. Water elevations in Martwa (Dead) Vistula and Motława Moat. 

7. Conclusions 

 The existing spatial situation of the city of Gdańsk indicates the difficulty in 

carrying out any general change in the network of channels in GWN. The 

Radunia Channel is of great importance for possible floods caused by inten-

sive precipitation in the city of Gdańsk. It was found that there is no possibil-

ity of significantly increasing the conveyance of the channel. Moreover, Ra-

dunia Channel is a technology monument and change of its construction or 

layout requires acceptance from the Gdańsk Architect’s Office. 

 In order to decrease the inflow to the Radunia Channel in case of intensive 

precipitation it was decided, on the basis of hydraulic calculations, to con-
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struct 18 small reservoirs on all streams discharging to the RCh and install 4 

control outflows from the Radunia Channel to the Radunia and Motława 

Rivers. In addition, 2 flood polders were proposed for extreme situations 

(Fig. 5). The proposed constructions are expensive and it will take several 

years to put them into operation. 
 

 

Fig. 5. Proposed technical solutions in GWN. 

 The storm gates Brama Żuławska and Kamienna Grodza play a very impor-

tant role in the GWN. Depending on water levels in Martwa Vistula caused 

by storm surges and the inflow to Motława Moat, two situations are possible: 

Closure of the gates and impoundment of Motława Moat and Motława River 

upstream. In the second case, storm surge does not result in closing of the 

storm gates, but only increased water levels in Motława Moat. In this case 

the discharge is through both storm gates and its intensity depends on the dif-

ference in water elevation on both sides of them. 

 It was also proposed to install automatic precipitation and water level gauges 

net in the GWN to create, together with meteorological radar, a flood warn-

ing system.  

 One social conclusion is of great importance. People and local authorities 

quickly forget about the flood and disaster caused by the inundation. 
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Abstract  

Although much effort has been expended on quantifying dispersion in sim-

ple channels, much less work has focused on compound channels, particularly 

for over-bank flows. Following an earlier study of a hypothetical compound 

channel, this paper provides further evidence for the significantly different flow 

dependence of dispersion coefficients for in-bank and over-bank conditions. The 

study is based on a natural cross-section of the River Severn, UK, and uses the 

same method as the earlier work, by combining the Shiono-Knight hydraulic 

model with the Fischer flow structure integral. The results show that dispersion 

coefficients are typically two orders of magnitude larger during over-bank flows 

compared to in-bank flows. Importantly, the maximum dispersion does not oc-

cur under the maximum flow. Instead, the maximum dispersion occurs when the 

flood plain inundation reaches the far edge of the flood plain. 

1. Introduction 

At the reach scale, mixing in rivers is usually dominated by longitudinal dispersion. 

There are numerous methods for estimating the associated dispersion coefficient rang-

ing from in-situ tracer studies to theoretical analyses of the relevant transport 

processes, however in the majority of practical applications to pollution incidents or to 

water quality problems workers rely on empirical equations that enable dispersion to 

be quantified from bulk flow hydraulic parameters (Wallis and Manson 2004). For in-

bank flows in simple channels this empirical approach is often successful, but for 

higher flows when adjacent floodplains are inundated the authors have previously 

suggested that existing empirical equations are of little or no use (Manson and Wallis 
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2004). This earlier study concerned a hypothetical, two-stage trapezoidal channel with 

symmetrical flood plains on both sides of the main channel. In contrast, in the current 

paper dispersion coefficients are evaluated for a cross-section of a natural compound 

channel, which can be expected to give a more realistic view of longitudinal disper-

sion during over-bank conditions than the previous study. The same method as before 

is used, but the results are presented differently and a novel idea is explored that ex-

amines the frequency distribution of the dispersion coefficient.  

2. Analysis  

Longitudinal mixing in rivers occurs due to the interaction of several physical 

processes, principally differential longitudinal advection, cross-sectional mixing and 

transient storage. In the following, transient storage is ignored: thus the analysis is not 

valid for channels that contain significant areas of either short-term or long-term tran-

sient storage (due to, for example, re-circulations in dead zones and/or interactions 

with the hyporheic zone, respectively). Applying conventional shear flow mixing 

theory (Fischer, 1967; Rutherford, 1994), therefore, in which the transverse profile of 

longitudinal velocity interacts with the transverse mixing, a theoretical expression for 

the dispersion coefficient is given by the following flow structure triple integral:  

 
0 0 0

1 1W y y

D hu hu dydydy
A h

     , (1) 

where D is the dispersion coefficient, A is the cross-sectional flow area, h is the flow 

depth, u is the velocity deviation, ε is the transverse mixing coefficient, W is the top 

flow width and y is the transverse co-ordinate direction. The quantities h, u and ε all 

vary with y and, therefore, take local depth-average values. The velocity, u, is given 

by the difference between the local depth-averaged longitudinal velocity and the 

cross-sectional average longitudinal velocity, and ε is given by the product Ehu*, 

where E is the non-dimensional transverse mixing coefficient (usually assumed to be 

independent of y) and u* is the local shear velocity. The way in which ε is evaluated 

implies that transverse mixing occurs due to turbulent diffusion. Although the effects 

of secondary flows on the mixing are not directly included, their presence could, in 

principle, be accounted for by increasing the value of E used. Clearly, D can be eva-

luated for any cross-section if the transverse profiles of u and u* can be calculated 

from the transverse profile of depth, a method for which is described below.  

Steady, two-dimensional depth-average flow along a prismatic channel may be 

described by the Shiono-Knight model (SKM), which is derived from a momentum 

conservation approach (Shiono and Knight 1991). The following equation is a simpli-

fied version of the SKM, in which secondary flows are ignored:  

 cos ( )b yx

d
gSh h

dy
     , (2) 

where ρ is the fluid density, g is the acceleration due to gravity, S is the longitudinal 

channel slope, b is the local longitudinal bed shear stress, θ is the local transverse bed 
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slope and yx is the local depth-average shear stress caused by transverse turbulent 

momentum exchange. Equation (2) applies at all transverse locations and describes a 

local balance between the component of fluid weight down the longitudinal slope and 

the resisting longitudinal stresses on horizontal and vertical planes. b can be ex-

pressed using a local application of Manning’s resistance equation, in which the hy-

draulic radius is replaced by the local flow depth, giving:  

 
2 2

1 3b

gu n

h


  , (3) 

where n is the local Manning resistance coefficient. yx can be expressed using the 

eddy-viscosity concept, namely:  

 yx

du
hu

dy
   , (4) 

where λ is the non-dimensional eddy viscosity (usually assumed to be independent  

of y). Combining Eqs. (2)-(4) gives:  
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. (5) 

Once u* is expressed in terms of u using the Manning equation, Eq. (5) can be solved 

using a numerical method. Finally, with all the ingredients now being available, Eq. 

(1) can be used to evaluate D using numerical integration, e.g. see French (1986).  

3. Application and results  

The method described above was used to calculate dispersion coefficients for the river 

cross-section shown in Fig. 1, which is based on a natural cross-section of the River 

Severn, UK, described in Carling et al (2002). Results were obtained for a wide range 

of stages in order to investigate the dispersion coefficient behaviour for both in-bank 

and over-bank flows. Two hydraulic scenarios were considered by undertaking com-

putations for two values of λ. Taking λ = 0.6 employed all terms in Eq. (2), while tak-

ing λ = 0 employed a simplified hydraulic model, in which the transverse exchange of 

momentum was ignored, i.e. the velocity profile was determined only by the local 

depth and bed resistance. In both cases, the longitudinal bed slope was taken as 

0.0001, and Manning’s n for the main channel was calibrated as 0.035 (for the λ = 0.6 

case), giving a bank-full flow of about 70 m3/s, which is of the same magnitude as that  
 

 

Fig. 1. Channel cross-sectional profile.  



 

104 

given by Carling et al. (2002), namely approximately 100 m3/s. The floodplain Man-

ning’s n was taken as 0.050 reflecting it consisting of closely grazed pasture.  

The model was set up in order to produce hydraulic results that were representa-

tive of a real river cross-section. However, there is a lot of uncertainty over some of 

the input data, and so it is not expected that the model would necessarily predict accu-

rately the hydraulic conditions for the particular cross-section used. For example, λ 

tends to be a catch-all parameter that allows for the exclusion of secondary flows and 

three-dimensional effects from the hydraulic model. Hence its value of 0.6 is some-

what larger than if transverse momentum exchange were due only to turbulence, but is 

consistent with the values discussed in Shiono and Knight (1991). Despite such is-

sues, the main features of the hydraulics and, importantly, their variation over the 

width can be expected to be captured.  

The results enabled the relationships between stage, flow and dispersion coeffi-

cient to be found. For example, Fig. 2 shows how the dispersion coefficient varied 

with stage, using a logarithmic scale in order to better expose both the in-bank and the 

over-bank results. A novel way of portraying the dispersion coefficients, as a cumula-

tive frequency distribution, was also explored. To do this the flow was assumed to 

follow a log-normal frequency distribution with mean and standard deviation of ap-

proximately 70 m3/s and 15 m3/s, respectively. The mean value was based on the one 

in two year flow corresponding to the bank-full condition (Carpenter et al. 1999), but 

the choice of standard deviation was arbitrary. The dispersion coefficient frequency 

distribution was then found by randomly sampling flows from the flow frequency 

distribution, computing the corresponding dispersion coefficient from the dispersion 

coefficient-flow relationship found earlier and constructing the frequency distribution 

of the resulting dispersion coefficients. Flow frequency and dispersion coefficient 

cumulative frequency distributions are shown in Figs. 3 and 4.  
 

 

Fig. 2. Variation of dispersion coefficient with stage.  
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Fig. 3. Flow frequency distributions.  

 

Fig. 4. Cumulative frequency distributions.  

4. Discussion  

Figure 2 shows that the dispersion coefficient increases slowly with stage and takes 

small values (typically < 1 m2/s) for in-bank flows (stage < 10 m), but increases rapid-

ly towards the order of 1000 m2/s once the bank full flow is exceeded. A maximum 

value is reached when the stage equals the elevation of the far edge of the floodplain 

(12 m), and at even higher stages the dispersion coefficient reduces. These trends are 

consistent with the earlier results for a hypothetical channel given in Manson and Wal-

lis (2004), and show that maximum longitudinal mixing conditions do not occur dur-
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ing the highest flows. Instead, they occur at a lower flow, when the shear flow disper-

sion mechanism encapsulated by Eq. (1) achieves its maximum potential. This occurs 

when the transverse velocity gradients are largest and coincides with the floodplain 

inundation reaching the far edge of the floodplain.  

The effect of ignoring the transverse exchange of momentum in the hydraulic 

model leads to an over-estimation of the flow, which is consistent with larger velocity 

magnitudes being predicted (as a result of the removal of one of the momentum dissi-

pation terms). This trend is apparent from the comparison of the flow frequency distri-

butions shown in Fig. 3. The main effect of omitting this process on the dispersion 

coefficient is to increase values, particularly for the in-bank case, see Fig. 2. This oc-

curs purely through the effect of changing λ in the hydraulic model, because in all the 

dispersion coefficient computations using Eq. (1), E was fixed at 0.6. Since it is usual-

ly assumed that the physical mechanisms responsible for mixing momentum and mass 

are the same, it may not appear to be very logical to take λ = 0 and E = 0.6. However, 

whereas taking E to be zero is clearly of no benefit (yielding infinite dispersion coeffi-

cients), taking λ to be zero has some potential use. For example, it would enable close 

comparison with some pioneering work in dispersion coefficient prediction by, e.g., 

Jain (1976) and Deng et al. (2002), and it would help investigate the sensitivity of the 

results to the complexity of the hydraulic model. In this regard, if it were found that 

computed dispersion coefficients were insensitive to the transverse exchange of mo-

mentum, this term could be dropped, which would allow a much simpler calculation 

procedure. Clearly, the results in Fig. 2 suggest that this is not the case.  

Both sets of dispersion coefficients peak (during over-bank flow) at extremely 

large values in comparison to those normally found in rivers of the size of the case 

study (Rutherford 1994). Although the peak values are smaller than in the authors’ 

earlier study (Manson and Wallis 2004) they are uncomfortably large. Nevertheless, 

until field measurements of dispersion coefficients are undertaken in such over-bank 

flows, these predictions, and their implications, cannot be ignored. Of course, explicit-

ly including the effects of secondary flows, both on the flow structure and on the 

transverse mixing may lead to more realistic (i.e. smaller) values being predicted. The 

former would tend to reduce transverse velocity gradients, while the latter would 

augment the transverse mixing: both of these would reduce the dispersion coefficient. 

On the other hand the value of λ would, logically, need to be reduced, so it is too early 

to speculate on the overall effect. However, it is doubtful that it would change the 

contrast between the in-bank and over-bank behaviour of the dispersion coefficient.  

Figure 4 shows the cumulative probability distribution for the dispersion coeffi-

cient, which is a novel and useful way of portraying such information, from which the 

probability that an observed value is less than a target value is easily deduced. For 

example, when the transverse momentum transfer is included the probabilities that the 

dispersion coefficient is less than 50, 25, 10 and 5 m2s1 are approximately 0.95, 0.90, 

0.80 and 0.70, respectively. Clearly, although large or very large dispersion coeffi-

cients are predicted for most over-bank flows they do not occur often because the cor-

responding flows are relatively rare. For example, when the transverse momentum 

transfer is included, maximum dispersion occurs under flows of about 150 m3/s, which 

are considerably rarer than the bankfull flow of about 70 m3/s, see Fig. 3.  
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5. Conclusions  

The study has confirmed the general behaviour of dispersion coefficients in relation to 

in-bank and over-bank flows found in the previous analysis of a hypothetical com-

pound channel. These new results for a real compound channel strengthen the case 

that during over-bank flows dispersion coefficients can reach values that are one or 

two orders of magnitudes larger than typical in-bank values. The maximum values 

occur when the flood plain inundation reaches its far edge: under such conditions the 

dispersive potential of the transverse gradient of longitudinal velocity is highest. It is 

of particular note that the maximum mixing conditions do not coincide with the maxi-

mum flow rate. There are significant differences between the results from the two 

hydraulic models studied, which suggests that the transverse exchange of momentum 

should not be ignored. Indeed, increasing the complexity of the hydraulic model even 

further to explicitly include the effect of secondary flows would appear to be an im-

portant issue for further work. Consideration of the frequency distribution of the dis-

persion coefficient is a novel idea that has the potential to enhance the interpretation of 

mixing events in rivers. For example, in the current case although some very large 

dispersion coefficients are predicted, they are only rarely encountered.  
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Abstract  

Maximum Likelihood (ML) estimate of upper quantiles looses its optimal 
properties if a wrong distribution is assumed in the ML procedure. Since its es-
timates base on the main probability mass, the alternative estimation techniques 
yielding estimates more dependent on upper tail elements of a sample are of in-
terest in flood frequency analysis (FFA). Several systems of describing the shape 
of probability distribution have been developed and used for matching the as-
sumed distribution to the data. One of them is the system basing on the linear 
moments. The L-moment estimates have highly desirable properties, like small 
bias and no algebraic bound of L-moment estimate ratios. It is shown how to use 
the L-moment system for probability distribution description if the analytical 
formulas of the linear moments have not been derived. The inverse Gaussian dis-
tribution serves as an example. 

1. Introduction  

The flood frequency analysis (FFA) comes down to the estimation of upper quantiles 
of peak flows probability distribution obtained from annual (or partial duration) series, 
while an assumed distribution function has a character of statistical hypothesis. Sever-
al systems of describing the shape of probability distribution can be alternatively used 
in FFA. All of them contain the location measure, then the dispersion measure, the 
skewness, the kurtosis etc. In FFA the role of skewness in distribution choice is espe-
cially important. Since two-parameter distributions are recommended for at-site FFA 
(e.g. Cunnane 1989), the role of dispersion becomes significant as for two-parameter 
distributions the skewness is expressed just by a dimensionless dispersion measure. 
Hence, the accuracy of the dispersion measure estimate is particularly important.  



 

110

The most commonly used system of probability distribution description is one 
basing on the conventional moments. Hence the dispersion measure of this system, 
i.e., the standard deviation (SD), is the most popular measure of dispersion. With the 
development of probability weighted moments and then L-moments as an alternative 
system for describing shapes of probability distributions (Greenwood et al. 1979, 
Landwehr et al. 1979, Hosking 1990), the second L-moment, previously known under 
Gini’s statistics (Gini 1912), has become a popular dispersion measure.  

In the paper some properties of the second L-moment and the standard deviation 
will be compared in respect to flood frequency modelling. Moreover, the simulation 
approach will be used for the second L-moment derivation of the inverse Gaussian 
distribution.  

2. The second L-moment superiority over the standard deviation  

Several dispersion measures can be alternatively used in FFA. Among them there are 
both the standard deviation (σ) and the second L-moment (λ2), presented in Table 1 
with their sampling estimators for N-element sample.  

Table 1 

Dispersion measures for population and sample 

Dispersion 
measure Population Sample 

Standard 
deviation 
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To get dimensionless dispersion measures, the coefficients of variation are used, 

i.e., CV = σ/µ for classical system and LCV = τ = λ2/λ1 for linear system, where µ = λ1 is 
the mean of population.  

The attractiveness of L-moments comes from the fact that estimators of linear 
moments, in contrast with conventional moments, have very small bias in moderate 
and large samples. Moreover, the sampling L-moment ratios are not algebraically 
bounded. For instance, the estimate of the L-coefficient of variation ˆ

VLC  does not 
have the algebraic bound dependent on the sample size and for a distribution that takes 
only positive values ˆ

VLC  whereas the sampling ,(Hosking and Wallis 1997) (1 ,0) א 
estimator of the coefficient of variation CV has an algebraic upper bound. For a set of 
N ≥ 2 non-negative values xi, not all equal, ˆ

VC  cannot exceed (N − 1)1/2  

(e.g., Kendall 
and Stuart 1969, p. 54).  

The second L-moment exists when the first moment of population exists, as it 
needs a convergence of the integral with the linearly related random variable. Whereas 
for the standard deviation existence the second moment must be finite, as under 
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integral the second power of random variable is used. The property of existence is 
essential especially when the heavy-tailed distributions are used, since these distribu-
tions have their conventional moments only in limited range of shape parameter.  

An important practical problem is an assessment of the vulnerability of the esti-
mate of maximum flow distribution in respect to the largest sample elements. In FFA 
the robustness of an estimation method to largest elements of a sample is regarded as a 
desirable property by those who consider the chosen model as the true one and upper 
sample elements as of poor quality, and an unwelcome property by those who think 
that the assumed simple model cannot reproduce the true distribution in a whole range 
of variability and accept the quality of upper sample elements. The robustness depends 
on the estimation method as well as on the statistics using for describing of the proba-
bility distribution form. The λ2  

estimate (Table 1) is linear function of sampling data, 
while for the standard deviation the second power of data is used. Therefore, SD gives 
generally greater weight to the extreme tails of the distribution than does the second L-
moment. So the sample SD is more affected by extreme observations and outliers than 
is the sample second linear moment (Markiewicz et al. 2006, p. 401-402)  

Concluding, the foregoing properties of the dispersion measures in the L-moment 
system of describing the shape of probability distribution, i.e. small bias of estimators, 
no algebraic bound of estimator ratios, existence when the mean of population exists, 
robustness to outliers, show that the λ2 is highly competitive dispersion measure. The 
estimation method based on the linear moments is recommended to use in flood fre-
quency modelling (e.g. Robson and Reed 1999).  

3. Probability distributions used in FFA  

The probability functions used in flood frequency analysis should not be upper 
bounded and negative skew (e.g. Rao and Hamed 2000). Since the hydrological sam-
ples are usually of relatively small size, to estimate reliably and efficiently many pa-
rameters (Landwehr et al. 1980), both two-and three-parameter distributions are used. 
Since two-parameter distributions are recommended for at-site FFA (e.g. Cunnane, 
1989) and the L-moments system is attractive for flood frequency modelling, the dis-
tributions like log-Gumbel, log-logistic, log-normal, Weibull, Gamma and Gumbel are 
mostly used. The log-Gumbel and log-logistic are the heavy-tailed distributions, which 
are highly recommended by many researchers of extreme events for peak flows mod-
elling. They have conventional moments only in a certain range of shape parameter 
values and the range decreases with a moment order. The attractive for FFA distribu-
tions which do not have derived L-moments, like the inverse Gaussian or the inverse 
gamma, are precluded if the L-moments techniques are going to be used. However, the 
set of alternative distributions can be extended for the distributions without having 
derived the population L-moments if a simulation approach is used to asses them. The 
methodology is shown for the inverse Gaussian distribution.  

3.1 Inverse Gaussian distribution  

The inverse Gaussian distribution, known in hydrology mainly under the name “the 
convective diffusion distribution” (Strupczewski et al. 2002) and being equivalent to 
the two-parameter Halphen type A distribution (Perreault et al. 1999), has the form:  
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where α > 0 and β > 0 are scale and shape parameters, respectively, and x > 0.  
Both the cumulative distribution function (cdf) F(x) and the quantile xF have no 

explicit analytical form and the basic definitions of the foregoing statistics involving 
the pdf integration should be used. Similarly, the linear moments have not been de-
rived so far. 

The mean of the inverse Gaussian is expressed by: 

 2μ α β=  (2) 

and the standard deviation is: 

 ( ) 1 22 32 .σ α β
−

=  (3) 

So the conventional variation coefficient has the form: 

 ( ) 1 22 .VC β −=  (4) 

4. The second L-moment derivation  

Since any variation coefficient is a function only of the shape parameter, (see Eq. 1), 
the population relation between the shape parameter and the LCV is of interest. First, 
50.000-element samples from inverse Gaussian distribution with the mean equal to 
one and CV varying from zero to 1.5 have been generated and the ˆ

VLC  value has been 
calculated from the particular samples. The L-moments ratio estimates have very small 
biases even in moderate samples (Hosking and Wallis 1997, p. 28). This authorizes us 
to consider the LCV estimates got for N = 50.000 sample as the population values, i.e., 

ˆ
VLC  ≈ LCV. Following this way, the set of pairs (CV, LCV) is created and shown in 

Fig. 1. The range of variation coefficient variability, i.e., CV (1.5 ,0) א is wide enough 
since referring to the real data, for 36 series of annual peak flows of Polish rivers and 
each of them containing at least 85 years long measurements, the mean value of ˆ

VC  
equals 0.634 and its standard deviation is 0.135. At the same time, the average ˆ

VLC  is 
0.328 with its SD = 0.065. Since the shape parameter β is related to CV by Eq. (4), the 
relation LCV versus β and its inverse can be obtained in this way. For instance, for  
CV = 0.3 which corresponds to β = 5.556, value of LCV obtained from simulation 
equals 0.165.  

The relation presented in Fig. 1 is approximated by applying the polynomial least 
squares fitting procedure (e.g. Krysicki et al. 1999). It means that function f which 
defines a relation between two sets of points, xi and yi for i = 1, …, M, has m-th degree 
polynomial form, where m ≤ M. The polynomial coefficients ai for i = 0, …, m are 
derived by the least squares procedure and the fitting accuracy is expressed by coeffi-
cient of determination (R):  
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The R value varies from zero to one. The coefficient of determination equal one indi-
cates that function f is ideally fitted to the given sets of points.  
 

 
Fig. 1. Relation LCV versus CV for inverse Gaussian distribution. 

The relation between LCV and CV (Fig. 1) is pretty well approximated by the 
second degree polynomial, i.e., y = −0.1258x2 + 0.5823x, where variable x refers to the 
CV and y refers to the LCV and M = 16, has a determination coefficient R = 0.9998. The 
foregoing assessment is already sufficient in regard to an application. The third degree 
polynomial y = 0.0153x3 − 0.1654x2 + 0.6054x has the coefficient of determination 
equal to 0.9999, while its value one is reached for the fourth degree polynomial  
y = 0.0157x4 − 0.0419x3 − 0.102x2 + 0.5849x. Finally, substituting the shape parameter 
β from Eq. (4) in place of CV one can obtain the relation LCV versus β. Then the in-
verse relation, i.e. β = g(LCV) can be approximated from the simulation data set  
(βi, LCVi; i = 1, ..., M).  

4.1 The methodology confirmation  

The credibility of the methodology presented in the paper has been investigated for the 
gamma and the log-Gumbel distributions. The estimates ˆ

VLC  obtained from simulated 
large sample of the foregoing distributions have been compared with the population 
LCV values, since both the gamma and the log-Gumbel distributions have an explicit 
analytical form of LCV. The experiment has been carried out for 10.000-element sam-
ples generated from both pdfs for various population CV values and its results are pre-
sented in Table 2. For completeness the estimate ˆ

VC , i.e. the simulation assessment of 
CV is shown as well. Note a high quality of approximation of the linear variation coef-
ficient, even in the case of the heavy-tailed log-Gumbel distribution. The log-Gumbel 
gives considerably inferior evaluation for the conventional variation coefficient CV, 
which is related to large bias for the conventional moment estimates in case of high 
distribution skewness (see Section 2). 
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Table 2 

Large sample estimates of CV and LCV 

N = 10000 gamma log-Gumbel 

CV ˆ
VC  LCV ˆ

VLC  ˆ
VC  LCV ˆ

VLC  

0.2 0.200 0.112 0.112 0.201 0.100 0.100 
0.6 0.600 0.324 0.325 0.595 0.241 0.240 
1.0 1.008 0.500 0.502 0.924 0.315 0.320 
2.0 2.010 0.763 0.761 1.339 0.380 0.380 

 

5. Conclusions  

The linear moments system of describing the shape of probability distribution has 
several desirable properties in respect to flood frequency modelling. Among them 
there are very small biases of L-moments even in moderate samples. However, for 
some distributions an explicit analytical form of the L-moments has not been derived, 
which precludes using the L-moments method for them. Taking advantage from a 
small bias of the L-moments estimates, the simulation experiments can be used to 
derive the population L-moments. This is shown for the inverse Gaussian distribution. 
The second degree polynomial gives sufficiently good approximation of the relation 
LCV = h(CV), which enables to obtain the relation between the LCV and the shape pa-
rameter β and vice versa. A comparison of LCV obtained from the simulation approach 
and from the analytical formula for distributions having the explicit L-moments, con-
firms the validity and a high accuracy of methodology presented in the paper.  
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Abstract  

The paper presents a method of sediment calculation for a compound river 
cross-section. An essential point for each calculation of sediment is to keep it in 
relation to the water flow condition. In the paper, a method is shown in which the 
verification of sediment calculation can be based upon well-defined Chezy con-
stant. 

1. Introduction 

Sediment transport in rivers has been a research subject for many years. In spite of the 
fact that the literature concerning this problem is very rich, mechanism of this pheno-
menon is still  subject to study. In the literature there are many formulae which make 
the sediment transport rate dependent on both the composition of transported material 
and elements of water motion. These are mainly empirical formulae to be verified by 
experimental tests and the range of their application is restricted. Pluta (2003) has 
presented a comparison of the results of calculations  by different methods for Odra 
River. Ackers-White’s formulae (Ackers and White 1975) have found a wide applica-
tion among many formulae which allow to calculate sediment transport rate in the 
rivers with movable alluvial bottom. This results from the fact that they include ele-
ments of water motion, which are well described in the literature, as, e.g., the flow 
pattern. This allows to introduce an additional element (Coufal 1993) to the sediment 
transport rate, such as wind action on the water surface or influence of river junction 
upon the sediment sorting (Krupiński 2001). 

At the Department of Geotechnical Engineering of the Technical University in 
Szczecin, many tests have been made to analyse application possibilities of Ackers-
White’s formulae for the Lower and Middle Odra River (Meyer et al. 1998, 1997, 
Meyer and Coufal 2007). 
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The tests results confirm the possibility of this method’s application for calculat-
ing the sediment transport rate, however the accuracy of these calculations varies. 
Analysis of the Ackers-White’s procedure allows us to find which calculation ele-
ments have the biggest impact on the results’ distribution. The calculations show that 
the parameter which defines the beginning of grain movement in the formula of sedi-
ment transport rate has a very big influence on the calculation results. The estimation 
of this parameter’s correctness in the Ackers-White’s method is carried out in the 
present paper. Calculation of sediment transport rate in the river during flood, when 
inundation areas are filled by flowing water, is still a problem. These issues make the 
subject of the present elaboration. 

2. Phenomenon analysis 

2.1 The Ackers-White’s method 

The Ackers-White’s method (Ackers and White 1975) assumes that the content of 
sediment which was taken from the bottom is known as the sieve curve { ; },i ip D and 
also the water depth H and river slope I are known. On such a basis it is possible to 
calculate the average velocity 

 o
Q q

B H Hυ = =
⋅

 (1) 

and the shear velocity 

 *u gHI= . (2) 

The dimensionless diameter is calculated for each fraction Di  
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where ν  is the kinematic coefficient of water viscosity, while S is the density ratio 
(sediment grains material to water). The following parameters are calculated on the 
grounds of Dgr  
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Further, the following parameters are calculated: 
− grain mobility Fgr 
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− function of sediment transport grG  according to the formula 

 1
m
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F
G C A

⎡ ⎤
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⎣ ⎦
, (6) 

− value of dimensionless parameter X of sediment movement: 
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o
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S DX GH u
υ

∗

⎛ ⎞⋅= ⋅ ⎜ ⎟
⎝ ⎠

, (7) 

− and sediment transport rate ω: 

 gQ Xω ρ= ⋅ . (8) 

Calculation of sediment transport rate, for which bottom samples are taken and a sieve 
curve { , }i iD p  is prepared, is carried out separately for each fraction, and a weighted 
average is calculated afterwards. It is necessary to underline that this method takes 
into consideration both the bed load and the suspended sediment. 

We get 

 
1

( )
N

i i
i

p w Dω
=

= ⋅∑ . (9) 

Ackers and White (1975) emphasise clearly that this method should not be applied to 
the cohesive sediment (with small diameter), such as dusts and loams, because the 
calculations result in unrealistic, large quantities of sediment, and that is why the siev-
ing curve should be “cut off” from the lower side (Pluta 2003), limiting it to sands and 
gravels.  

2.2 Verifying procedure by the Ackers-White’s method in case of big flows  

It is assumed that during field measurement the samples were taken from three differ-
ent places in the river cross-section: from the river midstream and from the flood 
areas. The obtained hydraulic and geometrical values are shown in Fig. 1. 

On the grounds of Fig. 1 the basic relationships can be written as: 

 1 1 1 2 2 2 3 3 3o o oQ H B H B H Bυ υ υ= ⋅ + ⋅ + ⋅  (10) 

and 
 1 2 3ω ω ω ω= + + , (11) 
where 

 ( )(1) (1)
1

1
i i

i
p Dω ω

=

⎡ ⎤= ⋅⎣ ⎦∑ , (12) 
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p Dω ω
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Fig. 1. River cross-section and sampling sites.  

Moreover, the sediment continuity equation is fulfilled in the range of the successive 
fractions in the river. We have 

 (0) (1) (2) 3
1 2 3( ) ( ) ( ) ( )i i i i i i i iD p D p D p D pω ω ω ω⋅ = ⋅ + ⋅ + ⋅ . (15) 

Relationship (15) allows to obtain the so-called resultant sieving curve in the cross-
section where the samples were taken from three different places. It is 
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As far as the sieve curve is concerned it is known that the total sum of the successive 
fractions’ content must make 100%. So we have: 

 (0)

1
1

i N

i
i

p
=

=

=∑ . (17) 

It is an additional equation, which enables calculating one additional unknown value. 
The shear velocity to average velocity ratio is presumed as both the additional un-
known value and the parameter for optimization 
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u ξ
υ

∗ = . (18) 
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Then the formula of grain mobility (5) is obtained in the following form 

 1 H( ) 32  logH D (S-1) 32  log D

n
o

gr grF F
gD

υ αξ ξ
α

⎡ ⎤
⎢ ⎥ ⎡ ⎤= = ⋅ ⋅ ⋅⎢ ⎥ ⎢ ⎥⎣ ⎦⎢ ⎥⎣ ⎦

. (19) 

Afterwards, the parameter ξ  appears in other terms of this procedure and we get 

 1( ); ( ) ( )
n

gr gr
S DG f X X GHξ ξ ξ

ξ
⋅ ⎛ ⎞= = = ⋅ ⋅ ⎜ ⎟

⎝ ⎠
     and    ( )ω ω ξ=  (20) 

 1 2 3( ) and ( ); ( ).ω ω ξ ω ξ ω ξ=   

The optimisation still requires ξ  to be made dependent on the velocity.  

On the grounds of the Chezy formula it is possible to write down (for 32 II = ) 
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and 
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In order to simplify calculations, n = const is assumed in the first approximation. After 
substituting it to  formula (10), we get 
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The following relationships result from the shear-stress velocity formula 

 
1/2

1
1 2*

2

Hu u H∗
⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (24) 

and 
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If the parameter ξ  from formula (18) is substituted to the above equations, the 
searched shear-stress velocity to average velocity ratio will be obtained for each of 
three parts of riverbed cross-section. We have  

 2*
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and 
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Finally, we obtain relationships that each component of the sediment transport rate, 
ω1; ω2; ω3 = f(ξ), and the entire sediment transport rate ω = f(ξ) are also functions of ξ. 

2.3 Calculation results of sediment transport rate’s parameters  

On the grounds of the presented procedure it is possible (assuming the value ξ  in the 
beginning) to calculate a joined sediment transport rate for three parts of the river bed 
cross-section, and then the principle of “one” (Eq. 17) is checked. There is one such a 
value ξ, that verifies this formula. It is possible to check how the joint sediment trans-
port rate changes downstream, because the sediment samples were taken in six differ-
ent cross-sections on the ca. 20-km-long section. For the steady motion there is anoth-
er equation verifying the calculation  

 0d
dx
ω = . (29) 

This equation was used to optimize the second parameter. There is a term H
D

α  

in formula (20) for Fgr; the parameter α = 12.3 is assumed. Verification was made to 
check which parameter α makes the sum of standard deviation of sediment transport 
rate the smallest. The calculation results are presented in Table 1. 

Table 1 

Optimisation of parameter α 

3.0 2.0
ξ ω 0 ξ ω 0 ξ ω 0 ξ ω 0 ξ ω 0 ξ ω 0 ξ ω 0 ξ ω 0 ξ ω 1 ξ ω 2

594 0.022 0.010 0.022 0.010 0.021 0.010 0.021 0.010 0.025 0.399 0.025 0.394 0.030 1.907 0.027 1.627 0.032 5.520 0.027 5.761

598 0.033 2.702 0.031 2.345 0.029 2.028 0.027 1.568 0.022 0.630 0.021 0.532 0.026 2.549 0.028 4.780 0.023 4.376 0.019 4.999

604 0.075 1.184 0.073 1.157 0.072 1.131 0.068 1.087 0.065 1.047 0.063 1.024 0.061 0.995 0.057 0.958 0.051 0.903 0.087 8.649

608 0.041 0.161 0.040 0.147 0.039 0.133 0.038 0.112 0.050 1.306 0.035 0.082 0.033 0.069 0.031 0.054 0.038 0.778 0.025 0.025

609 0.039 0.611 0.038 0.588 0.037 0.567 0.036 0.531 0.034 0.502 0.033 0.486 0.032 0.471 0.031 0.458 0.038 3.221 0.107 74.28

614 0.054 0.168 0.052 0.154 0.051 0.140 0.049 0.118 0.047 0.099 0.045 0.087 0.043 0.073 0.041 0.055 0.037 0.032 0.046 0.820

ω śr
δ 2

δ 2 / ω śr 12.06.7

1.2 1.60.7 0.6
4.7 4.0 2.0 1.0

2.8 2.5 3.8
26.25.4
3.0

15.0

0.9 0.7

12.3

5.4 7.4

0.510.0 7.0 5.0 4.0 1.0

3.00.7

6.9
3.1

0.5
0.64

4.7

km
calculations for the assumed values α :

18.7
4214.916.5

 
In column one “km” denotes location along the river. As a result, αopt = 4.3 is obtained 
and this value is different from α = 12.3. The parameter ξ was the second element that 
was verified. On the grounds of the Chezy equation it is known that  
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g

C
ξ
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This means that in each cross section it is possible to control the constant value C for 
the Chezy equation. This constant value is recognized for the Middle and Lower Odra 
River. It turns out that if the value A is assumed according to formula (4), the obtained 
values of C will not be realistic. Therefore, different values of A are presumed for 
calculations according to the relationship 

 1A A ε= ⋅ . (32) 

The calculation results are shown in Table 2. 

Table 2 

Optimisation of parameter C 

km ω0 ξ Cwg Chezy ω1 ξ Cwg Chezy ω2 ξ Cwg Chezy ω2 ξ Cwg Chezy ω2 ξ Cwg Chezy ω3 ξ Cwg Chezy ω3 ξ Cwg Chezy

594 0.488 0.035 89 0.564 0.043 73 0.652 0.052 61 0.762 0.062 51 0.861 0.072 44 0.93 0.084 37 1.007 0.097 32
598 3.06 0.041 76 5.337 0.058 54 8.422 0.079 40 12.44 0.105 30 17.99 0.138 23 21.27 0.170 18 25.12 0.212 15
604 1.22 0.092 34 1.30 0.113 28 1.39 0.136 23 1.51 0.161 19 1.66 0.189 17 1.75 0.220 14 1.85 0.254 12
608 0.21 0.051 62 0.29 0.062 51 0.37 0.075 42 0.45 0.089 35 0.55 0.105 30 0.61 0.122 26 0.68 0.140 22
609 0.67 0.048 66 0.78 0.058 54 0.90 0.070 45 1.05 0.083 38 1.18 0.097 32 1.28 0.113 28 1.39 0.130 24
614 0.22 0.066 48 0.29 0.081 39 0.37 0.097 32 0.45 0.116 27 0.55 0.136 23 0.61 0.158 20 0.68 0.183 17

average 0.978 62.47 1.426 49.73 2.016 40.42 2.778 33.37 3.797 28.01 0.145 23.86 0.169 20.5
δ 2 5.9 1919 19.1 1170 50.0 796 112.7 576 242.6 445 0.0 337 0.0 266

1.6A 1.7A1.1A 1.4A 1.5A1.2A 1.3A
for α=12.3

 
In column one, “km” denotes location along the river. It appears that in order to obtain 
the constant value C in the Chezy formula as it results from the flow conditions in the 
successive six cross-sections, parameter A must change. In every cross-section these 
changes were made depending on characteristic features of the sieve curve for the 
current material, assuming the statistic parameters: 

 ( )o i iD p D= ⋅∑  (33) 

and average values 
− average standard deviation 

 ( )2
i i op D Dδ ⎡ ⎤= −⎣ ⎦∑ , (34) 

− and skewness of sieve curve 

 ( )3
3

i i op D Dϑ ⎡ ⎤= −⎣ ⎦∑ . (35) 
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The empirical formula to calculate the value of ε  was obtained on this way in the 
following form  
 o0.123 D 1.875 2.052ε δ ϑ= − − ⋅ + ⋅ . (36) 

The optimisation results for formula (36) are presented in Table 3. 

Table 3 

Optimisation of parameter ε 

km ω0 H0 ξ CChezy D 0 δ ϑ
594 0.996 1.720 0.087 36.00 1.21 1.80 2.50 0.0304
598 9.722 1.730 0.087 35.84 1.13 1.55 2.14 0.0306

604 1.197 2.010 0.086 36.42 0.98 0.98 1.51 0.0308
608 0.435 1.920 0.086 36.40 0.82 1.19 1.89 0.0306
609 1.083 1.870 0.087 36.00 0.72 0.93 1.47 0.0308
614 0.321 2.050 0.087 36.02 0.64 0.75 1.32 0.0313

sieve curve parameter calculated 
ns

for α=12,3 flow parameters

 

In  column one, “km” denotes location along the river. While making  Tables 2 and 3 
it was assumed that α = 12.3 as Ackers suggests. It results not only from the fact that 
the formulae were verified on the grounds of the field measurements for these rela-
tionships by many authors, but also that there is preserved a possibility to compare 
presented calculation results with other parameters. Moreover, the calculations show 
that such a variable value of coefficient α has a very little influence upon the sediment 
transport rate w that is calculated for ξopt.  

3. Conclusions 

The paper presents the verification of Ackers-White’s formulae for calculation of se-
diment transport rate under the conditions of the Middle Odra River and big flows, 
when the inundation areas are flooded.  

The analyses were carried out with the help of optimisation of parameter ξ, 
which describes the ratio of the obtained velocity to the average velocity in the se-
lected river cross-section.  

The verification consisted in comparing the constant value C in the Chezy formu-
la resulting from the river water flow to the constant value that was calculated on the 
grounds of the optimal parameter ξ from the Ackers-White’s method. 

The verification indicates that the formula needs to be replaced by the constant 
value A, which defines the beginning of grain motion in the river. This constant value 
was  made dependent on the parameters of sieving curve, reaching a good accuracy. 
Meyer and Coufal (2007) did similarly determining a representative grain diameter in 
dependence on the statistic parameters of sieve curve.  
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The verification allowed also to optimize the parameter α, which appears infor-

mula (20) for the grain mobility. Using the constant stream of the sediment transport 
rate along the river, it is possible to define that αopt = 4.6 and this is a different value 
from what was assumed both by Ackers and in the literature, i.e. α = 12.3. Due to the 
fact that this change does not affect the verification results, concerning the constant 
value C in the Chezy formula it is suggested to preserve α = 12.3 in calculations. 

The program of further researches includes:  
− field measurements in other places of the Middle and Lower Odra River in 

order to gain materials for verification, especially for big flows; 
− verification of  Ackers-White’s method for different sections and for change-

able flows in the Odra River; 
− searching for more universal relationships defining parameters A, α and bot-

tom roughness for longer river sections and big flows. 

4. Notations 

A – parameter of grain movement in the Ackers-White’s method, 
B – riverbed width, 
C − constant value in the Chezy formula, 
Do – average grain diameter of bottom sediment, 
Dgr − dimensionless parameter defining sediment size, 
Fgr – mobility parameter, 
g – acceleration due to gravity, 
Ggr – dimensionless parameter of sediment transport rate, 
H – river depth, 
I – river slope, 
n – roughness coefficient by Manning, 
{pi, Di} − set of values of sieve curve, 
u* − shear velocity, 
υo – average flow velocities, 
ω  − sediment stream, 
X – dimensionless sediment transport rate, 
x – horizontal co-ordinate of the assumed system of coordinates, 
α − constant value in the average velocity formulae, 
ε − function of change of parameter A, 
ξ − shear velocity ratio, to average velocity. 

Note: lower indices denote sediment fractions; upper indices (Eqs. 12 to 16) denote 
the number of riverbed cross-section part.  
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Abstract  

A fluorescent dye-tracer study is usually performed under steady-state 
flow conditions. However, the model parameters, estimated using the tracer da-
ta, depend on the discharges. This paper investigates the uncertainty of the rela-
tionship between discharges and parameters of a transient storage and an aggre-
gated dead zone model. We apply a Bayesian statistical approach to derive the 
cumulative distribution of a range of model parameters conditioned on dis-
charges. The set of tracer data consists of eighteen tracer concentration profiles 
taken at two cross-sections from the Murray Burn, a stream flowing through the 
Heriot-Watt University Campus at Riccarton in Edinburgh. 

1. Introduction 

The transport downstream of a conservative pollutant can be described by the Advec-
tion-Dispersion Equation (ADE) introduced by Taylor (1953). Bencala and Walters 
(1983) further extended the ADE approach by introducing the transient storage (TS) 
model that includes solute trapping in dead zones. Estimation of model parameters is 
the basis of the successful application of that model in presenting pollutant transfer in 
rivers and streams. Due to the complexity of the processes involved, a widely ac-
cepted method to understand the fate of solutes in streams is to perform a tracer study, 



 

128
in which a known mass of usually conservative solute is released into the stream. An 
examination of concentration profiles of the artificially released dye at cross-sections 
downstream and fitting appropriate models constitute the means to estimate a number 
of model parameters, including longitudinal dispersion. The process of transport of 
pollutant depends on the flow conditions and in particular on the discharge. The na-
ture of that dependence is complex and usually is derived from a number of tracer 
experiments (e.g., Deng et al. 2002, Harvey and Wagner 2000).  

As an alternative to the transient storage model, the Aggregated Dead Zone 
(ADZ) model was introduced by Beer and Young (1983). The ADZ model is identi-
fied and the parameters are estimated from the collected time series data using system 
identification techniques (Young 1984). The method is stochastic and the model pa-
rameters, including the residence time of the tracer transport process, have the form of 
random variables, thus allowing for derivation of their dependence on flow in a sto-
chastic form. However, the ADZ model parameters also depend on discharge, as was 
shown by Wallis et al. (1989), Young and Wallis (1994) and Young and Lees (1993).  

Smith et al. (2006) presented an estimation of ADZ model parameters dependent 
on discharge within a Bayesian framework thus allowing the errors and predictive 
uncertainty to be taken into account. The parameters were conditioned on surrogate 
data derived from water quality measurements. Unfortunately the predictions were 
not very promising, despite using very elaborate methods, including a full treatment 
of uncertainties and application of the Monte Carlo Markov Chain sampling from the 
posterior distribution of parameters. 

The aim of this study is the estimation of uncertainty involved in the condition-
ing of both transport models on flow using a simpler, though less formal, approach. 
As the TS model is purely deterministic and the ADZ model is stochastic in nature, 
different approaches are required to estimate the uncertainty in the dependence of 
their parameters on flow. The Generalised Likelihood Uncertainty Estimation 
(GLUE) approach developed by Beven and Binley (1992) is suitable for the determi-
nistic models and is therefore applied to the TS model. The method consists of apply-
ing Monte Carlo sampling of parameter space and undertaking multiple runs of a 
deterministic transient storage model. In the present paper we follow the form of the 
GLUE approach described by Romanowicz et al. (2000), where Bayesian condition-
ing was applied to a Gaussian air pollution model. The relationship between model 
parameters and flow has the form of a nonlinear regression model based on multiple 
random realizations of the deterministic transport model. The parameterization of that 
relationship and introducing it into the TS model allow for the conditioning of para-
meter estimates and as a result, also model predictions, on the whole set of available 
observations. In the case of the ADZ model, the approach is based on Monte Carlo 
sampling of ADZ model parameters taking into account heteroscedastic variance of 
the observations and estimates of the covariance of the model parameters obtained 
during model calibration stage. 
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2. Description of the experiments 

Both approaches are illustrated using eighteen tracer experiments performed on the 
Murray Burn in Edinburgh, UK, under different flow conditions. The experiments 
were described by Wallis and Manson (2005) and Piotrowski et al. (2007). The set of 
data consists of eighteen tracer experiments taken from two cross-sections from the 
Murray Burn, a stream flowing through the Heriot-Watt University Campus at Ricar-
ton in Edinburgh. The studied reach is 0.5 km long and the stream is of the order of  
3 m wide. The experiments consisted of gulp injection of a known amount of Rhoda-
mine WT dye. The measurements of tracer concentrations at 4 cross-sections below 
the point of injection were performed using a calibrated Turner Design fluorometer. 
We concentrate on the first two cross-sections only in order to eliminate differences 
in channel geometry and the variability of the other conditions influencing pollutant 
transport.  

3. Distributed transient storage model 

The transport of a conservative soluble pollutant along a uniform channel is usually 
described by the well-known Advection-Dispersion Equation. The One-dimensional 
Transport with Inflow and Storage model (OTIS) introduced by Bencala and Walters 
(1983) was applied in this study. The OTIS model is formed by writing mass balance 
equations for two conceptual areas: the stream channel and the storage zone. The 
exchange of solute mass between the stream channel and the storage zone is modelled 
as a first-order mass transfer process. Conservation of mass for the stream channel 
and storage zone yields (Bencala and Walters 1983, Runkel and Broshears 1991):  

 ( )1
S

Q CC CAD C Ct A x A x x α∂∂ ∂ ∂⎛ ⎞= − + + −⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
 (1) 

 ( )S
S

S

dC A C Cdt Aα= −  (2) 

where: C is the solute concentration in the stream [g/m3], t is time [s], Q − the flow 
discharge [m3/s], A − the main channel cross-sectional area [m2], x − the distance 
downstream [m], D − the coefficient of longitudinal dispersion [m2/s], CS − the con-
centration in the storage zone [g/m3], α − the exchange coefficient [1/s], and AS is the 
storage zone cross-sectional area [m2].  

Since it is not possible to estimate solute transport parameters reliably from hy-
draulic variables and channel characteristics, application of the transient storage mod-
el (1-2) requires the estimation of model parameters based on data from tracer expe-
riments including measurements of discharge. Estimation of model parameters, name-
ly D, A, AS and α, was performed by minimizing the residuals between the simulated 
and observed concentrations. A general least squares objective function and Nealder-
Mead minimization algorithm were used in this study. The results of the estimation 
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procedure are presented in the Table 1, they are analogous to those obtained by Wallis 
and Manson (2005) for a similar model but a different numerical scheme. 

Table 1 

Parameters of transient storage models 

Experiment Q [m3/s] D [m2/s] A [m2] AS [m2] α [1/s] 
  2 0.0680 0.606 3.45E-01 8.80E-05 2.51E-03 
  4 0.0436 0.494 2.78E-01 1.16E-04 2.71E-03 
  5 0.0475 0.449 2.95E-01 1.20E-04 2.93E-03 
  6 0.1285 1.210 4.65E-01 6.98E-05 5.83E-01 
  7 0.1342 1.020 4.49E-01 6.44E-05 7.03E-01 
  8 0.0459 0.402 2.84E-01 9.35E-05 5.97E-01 
  9 0.0353 0.550 2.40E-01 1.15E-04 3.69E-03 
10 0.0563 0.624 3.09E-01 1.06E-04 3.32E-01 
15 0.0495 0.618 2.78E-01 1.29E-04 4.15E-03 
16 0.0156 0.328 1.82E-01 1.20E-04 2.79E-01 
17 0.0139 0.412 1.63E-01 1.15E-04 3.37E-01 
18 0.0330 0.541 2.56E-01 9.68E-05 2.98E-01 
20 0.2610 3.010 5.90E-01 3.60E-05 8.50E-03 
21 0.1621 0.922 4.80E-01 4.53E-05 1.46E-02 
22 0.2575 2.420 6.18E-01 3.00E-05 1.69E-02 
23 0.0621 0.529 3.47E-01 1.55E-04 3.73E-03 
24 0.5354 2.980 9.66E-01 5.90E-06 1.06E-02 
26 0.9524 4.290 1.05E+00 5.28E-06 6.86E-03 

 

The differences between optimal parameter values result mainly from differenc-
es in hydraulic conditions between the experiments. The relationship obtained be-
tween optimal model parameters and flow is shown in Fig. 1. 

Only the exchange coefficient α does not show a well defined relationship with 
flow. The other parameters show a relationship that can be easily parameterised us-
ing, for example, a power law function (Wallis et al. 1989). In Fig. 1 we present such 
a parameterisation together with 0.95 confidence bounds for the fit. The OTIS model 
is deterministic and therefore the parameterisation does not take into account any 
uncertainty related to the model structure and observations.  

4. Application of uncertainty analysis to conditioning the dispersion estimates  
        on flow 
In this section we investigate the application of the GLUE technique to assess the 
influence  of  flow  values  on four OTIS parameters  (the longitudinal dispersion (D), 
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Fig. 1. Graphical relationship between optimised model parameters and flow (black dots); 
power law fit, excluding α, is shown by black lines.  

the main channel area (A), the storage zone area (AS) and the exchange coefficient 
(α)). The basic assumption of this methodology (Beven and Binley 1992) is that in the 
case of over-parameterized environmental models, a unique solution of the inverse 
problem is not possible due to a lack of data (an interactive discussion of this topic is 
presented by Pappenberger et al. (2007)). There can be many different parameter sets 
which provide reasonable results. Therefore, calibration should consist of the estima-
tion of the multidimensional distribution of model parameters conditioned on obser-
vations. For such an analysis the Bayesian formula is used: 

 0 ( ) ( )
( ) ( )

f L
f L=

X z X
X z z  (3) 

where z is the vector of observed concentrations, X is the parameter vector, f (X| z) is 
the posterior distribution (probability density) of the parameters conditioned on the 
observations z, f0(X) is the prior probability density of the parameters, L(z) is a scal-
ing factor, L(z|X) represents the likelihood measure based on the relationship between 
z and X.  

In this study tracer concentrations at the second cross-section were used as the 
observation vector z; four analyzed OTIS model parameters were used as the parame-
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ter vector X. Furthermore, it was assumed that the likelihood measure is proportional 
to the Gaussian distribution function (Romanowicz and Beven 2006):  

 
2 2( ( ))( ) YL e σ−≈ z Xz X  (4) 

where z is vector of the observed tracer concentration, Y is a vector of simulated con-
centration and σ2 denotes the mean error variance determining the width of the distri-
bution function. It is important to note that in the GLUE methodology a subjective 
choice of the distribution width is allowed. On the basis of posterior likelihood val-
ues, the distribution of simulated tracer concentrations can be evaluated.  

The model parameter space is sampled using the Monte Carlo method. The prior 
distribution f0(X) of parameters is introduced at this stage. During the analysis set up 
we followed the methodology outlined in Romanowicz et al. (2000), describing the 
estimation of uncertainty of a Gaussian air pollution model predictions. The model 
parameters were sampled uniformly within the ranges chosen following the results of 
optimisation of the OTIS model, with the mean equal to the optimum values. In that 
way we incorporated the information obtained from the deterministic solution whilst 
allowing for the uncertainty of the model structure and observations. The resulting 
posterior cumulative distributions of all four model parameters and flow for 3 expe-
riments with different values of observed flow are shown in Fig. 2.  

Fig. 2. Comparison of posteriori cdf for parameters for experiment 16 (dotted line), 21 (solid 
line) and 26 (dashed line) with observed flow equal to 0.0156, 0.1621, 0.9524 [m3/s] respec-
tively, stars denote the upper and the lower 0.95 confidence bounds.  
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The posterior cumulative distribution functions (cdfs) for the parameters can be 

used to derive the error bounds for the parameters. Figure 3 presents the relationship 
derived between four model parameters (D, A, AS and α) and flow, with 0.95 confi-
dence bounds being an equivalent to the relationship shown in Fig. 1, but taking into 
account the model and observation uncertainty. The uncertainty of the relationship for 
D and A increases with flow magnitude, which was not shown by the deterministic 
analysis. However, this might be a result of sampling from wider parameter ranges for 
larger flow magnitudes. The posterior cdfs show the influence of conditioning on 
observations only for high values of flow (experiment 26) for D and A. This result 
suggests that the choice of prior distribution might influence the results and further 
research is required to test different priors. The transient storage parameters AS and α 
require some additional discussion. The analysis of tracer experiments performed by 
Wallis and Manson (2005) indicates that the processes of transient storage were neg-
ligible for the river reach under consideration. The estimated transient storage cross-
sectional area is very small (of the order of 104), showing a well defined dependence 
on flow, though the cross sectional area decreases further with the increase of flow. 
However, the relationship between exchange coefficient α and flow is not well de-
fined showing a threshold-type dependence thus indicating that there is no enough 
information on the transient storage processes within the tracer experiment data. The 
estimated relationship between OTIS model parameters and flow can be used to in-
terpolate/extrapolate the parameter values for flow values not used in the calibration 
stage. 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

1

2

3

4

5

6

7

8

9

Q [m3/s]

D
 [m

2 /s
]

 

 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

1.5

2

2.5

Q [m3/s]

A
 [m

2 ]

 

 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

1

2

x 10
-4

Q [m3/s]

A
s 

[m
2 ]

 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Q [m3/s]

α
 [1

/s
]

 

 

Fig. 3. Relationship between OTIS parameters and flow with 0.95 confidence bounds derived 
from the MC analysis of the model conditioned on tracer experiments.  
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5. The ADZ model  

As an alternative to the transient storage model described by means of partial diffe-
rential equations (1-2), a data-based mechanistic approach was introduced (Beer and 
Young 1983, Beven and Young 1998, Wallis 1989, Young and Lee, 1993). In this 
approach a so-called aggregated dead zone (lumped) model is identified and the pa-
rameters are estimated from the observed time series data using system identification 
techniques (Young 1984). In the ADZ model the change of solute concentration in a 
river reach is described as:  

 
1

1
( )
( )k k

B zCout Cin
A z δ

−

−−= ,          k k kCobs Cout ξ= +  (5) 

where Coutk is the concentration at the upstream end of the river reach at time k, Cink 
is the estimated concentration at the downstream end of the river reach, Cobsk is the 
measured concentration at the downstream end of the river reach, z−1 is the backshift 
operator, δ is the advection time delay, A and B are polynomials of the backshift op-
erator of the order m and n respectively, and ξk represents the combined effect of all 
stochastic inputs to the system, including measurement noise. A and B are given by:  

 1 1 2
0 1 2( ) ... m

mB z b b z b z b z− − − −= + + + +  (6) 

 1 1 2
1 2( ) 1 ... n

nA z a z a z a z− − − −= + + + +  (7) 

The order of the ADZ model describing the transport of solute in the river reach 
is described by the triad [n, m, δ] and is determined in a statistical time series analysis 
technique using the recursive-iterative simplified, refined, instrumental variable 
(SRIV) method (Young 1984) available in the Captain Toolbox developed at the Uni-
versity of Lancaster. Identification of model structure and estimation of parameters of 
the transfer functions models were conducted independently for every experiment.  

In order to account for the observation error varying with the value of flow, 
Monte Carlo analysis was performed with flow values following the heteroscedastic 
distribution and STF model parameters derived for each generated value of flow. 
Additionally, in the inner loop, also the STF model parameters were sampled random-
ly following the distribution estimated by the RIV routine. The resulting sample was 
used to derive the estimates of residence time and steady state gain for the STF mod-
el. Figures 4 and 5 show the relationship between ADZ model parameters (a1, b0 ) and 
flow together with 0.95 confidence bounds, obtained from the MC analysis. Similarly 
as in the case of OTIS analysis, there is evident increase of uncertainty of the rela-
tionship for large flow values.  

The derived mean travel times, being the sum of residence time (derived from 
a1) and advective delay, also depend on flow (Fig. 6). The increase in the uncertainty 
of that relationship with flow is much smaller than the parameter uncertainty due to 
relatively small uncertainty in estimated advective delay, which is an order of magni-
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tude larger than the residence times. However, that result may be caused by too cer-
tain predictions of advective delay, as only heteroscedasticity of observations was 
taken into account. This indicates the need for further investigation using continuous 
type transfer function models.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Relationship between discharge and b0 (parameter of first order ADZ model) with 0.95 
confidence bounds marked as gray lines.  

10
-2

10
-1

10
0

0.4

0.5

0.6

0.7

0.8

0.9

1

Q [m3/s]

a 1

 
Fig. 5. Relationship between discharge and a1 (parameter of first order ADZ model) with 0.95 
confidence bounds marked as gray lines.  

10-2 10-1 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Q [m3/s]

b 0



 

136
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Relationship between mean travel time and discharge with 0.95 confidence bounds. 

The application of the ADZ model to flow values differing from those used dur-
ing the calibration of the parameter dependence on flow requires interpolation/extra-
polation of the ADZ model parameters, together with the estimated variance follow-
ing the relationships obtained.  

6. Conclusions  

We have presented an analysis of the uncertainty of the relationship between solute 
transport model parameters and flow magnitude for both a deterministic, mechanistic 
model (OTIS) and a stochastic ADZ model based on the tracer experiment data from 
a reach of the Murray Burn, UK. The GLUE procedure was used to estimate the un-
certainty in the relationship between OTIS model parameters and flow related to the 
parameter and observational uncertainty. The derivation of a dependence of the sto-
chastic ADZ model parameters on flow was performed applying MC sampling of the 
ADZ model parameters, following the distribution obtained from the SRIV procedure 
and taking into account the heteroscedastisity of errors of observed concentrations. 
The estimated uncertainty in the dependence of both OTIS model and ADZ model 
parameters on flow shows large increases with flow values. This indicates that small-
er time steps for tracer sampling should be used for larger flows. However, in the case 
of the STF model, that increase of uncertainty in parameter values does not influence 
much the estimated mean travel time uncertainty.  

In a continuation of this work, in the validation stage of the TS model, the esti-
mated mean value and variance of the parameterized relationship for each parameter 
are used within the MC setup to derive OTIS model predictions for different values of 
flow than those used in the calibration stage. Work is also underway on the introduc-
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tion of nonlinear parameterisation of ADZ model parameters directly into the model 
structure and on the use of continuous time transfer function models. 
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Abstract  

The advantage of using 2D hydrodynamic models to predict floodplain in-
undation is that they provide estimates of the velocity field in addition to esti-
mates of flood inundation extent and depth. However, velocity predictions re-
quire topographic features on the floodplain to be accurately represented within 
the solution grid of the numerical model. For a typical developed floodplain this 
requires a grid resolution of between 2 to 5 m. Floodplain models using this lev-
el of resolution are relatively demanding of computer resources and it can take 
days to simulate a typical 12 hour flood event using a standard dual processor 
PC. An important issue facing the modeller is therefore, can the floodplain ve-
locity field be predicted to an acceptable level of accuracy using less computer 
resources. The following presents an initial assessment of two possible methods 
for achieving this. 

Firstly, results from Coarse Grid Models (CGM) at grid resolutions of  
10 m and 50 m are compared against benchmark results from a Fine Grid Model 
(FGM) with a 2 m grid resolution using statistics based on the timing of inunda-
tion throughout the modelled domain. Methods for improving the coarse grid 
predictions using simulations from a limited number of fine grid simulations are 
presented and illustrated by application to a case study site. 

Secondly, the study investigates replicating water level and velocity pre-
dictions using a non-linear v-Support Vector Regression (v-SVR) model. This is 
an integration of v-SVR with CGM predictions using a small number of FGM 
runs to train v-SVR. The simulated results suggest that the proposed method is 
able to achieve good predictive results (water level and velocity) as well as pro-
vide considerable savings in computer time. 

Key words: flooding, modelling, velocity. 
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1. Introduction 

Until relatively recently, most flood modelling in the UK was undertaken using 1D 
modelling methods. However, the increasing availability of remotely sensed digital 
elevation models of both rural and urban floodplains has resulted in an increased in-
terest in the use of 2D modelling, or in some cases hybrid techniques where a 1D 
model for the river channel is linked to a 2D model of the floodplain. Such models 
provide detailed insight into the hydrodynamics of floodplain inundation. However, 
the time required to run a relatively modest 2D model using standard office compu-
ting facilities can be significant. 

The paper reports on the compromise between model grid resolution and runtime 
necessary to ensure 2D predictions can be made using typical desk top computing 
facilities. Further it reviews the potential of improving Coarse Grid Model (CGM) 
results using a relatively small number of Fine Grid Model (FGM) predictions and a 
non-linear v-Support Vector Regression (v-SVR) model trained on a limited number 
of FGM predictions. The inclusion of sub-grid scale blockage in relatively coarse grid 
models and improving coarse grid model results using fine grid model results are 
discussed. 

2. Representation of sub-grid scale blockage 

Case study site 

The study site is a ~5 km2 area of lowlands along the banks of the Thames Estuary  
in England. It is generally very flat, with most areas lying at only 1 m above Datum.  
A 1 m (resolution) LiDAR Digital Terrain Model (filtered to remove vegetation and 
building features) provided the underlying topography used in the study. This DTM 
was further processed to remove “false blockages” such as bridges, and to fill in areas 
of missing data. In addition, exact building locations and geometries were extracted 
from Ordnance Survey (the mapping agency for Great Britain) Mastermap® data. 
 

 

Fig. 1. Map of the floodplain. 
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Model construction 

An inflow hydrograph was used as an upstream boundary condition at the location 
indicated by the arrow in Fig. 1. The shape of the hydrograph is similar to what could 
be expected for tidally driven inundation through a breached embankment. Inflow 
lasts for a few hours and ends as the tide recedes. Three grid resolutions were used  
(2, 10 and 50 m), and simulations were repeated with four different hydrographs of 
similar shapes, but characterised by a different value of the peak discharge, see Fig. 2. 
 

 
Fig. 2. Inflow hydrographs used in the study. 

Fine grid model (FGM) 

Ground elevations at computational nodes were extracted from the underlying DTM. 
In contrast with some previous studies (Néelz and Pender 2006), buildings were not 
reinstated into the DTM. Instead, the blockage effect that they exert on the flow was 
taken into account through the use of a very high Manning’s n value of 0.5 in compu-
tational cells found to coincide with buildings. This ensured that the flow velocities 
were reduced to near-zero values inside these cells. A value of Manning’s n of 0.035 
was used uniformly in the rest of the domain. 

Coarse grid model (CGM) 

In the CGMs (resolutions 10 m and 50 m), node elevations were extracted from the 
DTM as in the FGM. However, as buildings only partially filled cells roughness val-
ues were assigned according to: 
 ( )0.035 0.075556 ( 1) 0.16 /100n k p= + ⋅ − + ⋅  (1) 
where p is the percentage of cell surface area occupied by buildings, and k is an integ-
er. Ten simulations were run with k = 1, ..., 10, so that k was the “calibration” para-
meter on which the agreement between FGM and CGM results depended, see Néelz 
and Pender (2007). 

Optimising CGM predictions 

The purpose of the modelling exercise is therefore to optimise the value of k (for  
10 m and 50 m grid models) to minimise the differences between CGMs and the 
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FGM across the output points in solution domain identified in Fig. 3. Differences 
between models were measured using the lag time T for predicted values to reach  
a predetermined value of water depth H or hazard coefficient (defined as  
H = d.(v + 0.5), in which v is the flow velocity). An optimum value of k was consi-
dered to have been identified when the mean of the differences T was zero and the 
standard deviation Σ of the differences was a minimum. 
 

 

Fig. 3. Output points. 

Néelz and Pender (2007) reported that an optimised value of k (within the inter-
val 4-6) is clearly identifiable (Fig. 4) for the 10 m CGM. This varies only to a limited 
extent with the magnitude of the flood discharge. Results from the 50 m CGM lead to 
similar conclusions, with optimised values of k being found in the same range. 
 

 
 
 
 
 
 
 
 
 
 

Fig. 4. Plots of (left) T vs. k and (right) Σ vs. k for the 10 m CGM, using arrival times based on 
water depth, also showing the dependency on the choice of threshold depth. 

3. Improving CGM predictions 

As previously discussed, the main advantage of utilising 2D hydrodynamic models is 
to obtain detailed prediction of the velocity field as the flood propagates across the 
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floodplain. This is important as velocity is a key component of flood hazard. The aim 
of the research was therefore to investigate improving CGM estimates of velocity 
using a limited number of FGM predictions (preferably no more than two) for each 
potential breach location. To investigate the potential of the method, further analysis 
of the results from the Thamesmead study was undertaken using the data from the 
output points shown in Fig. 3. 
 

Fig. 5. Reparameterisation of the time series (left) to the arrival time of the flood wave (cen-
tre). Solid lines: CGM results. Dashed lines: FGM results. The colours represent different 
values of q. 

Prediction improvement technique 

The technique progresses by: 
1. Obtaining FGM and CGM predictions for high and low values of peak inflow 

through the breach location, here values of 100 m3/s and 500 m3/s are used. 
2. As the time series of water level predictions include a discontinuity at the elapsed 

arrival time of the flood wave (Fig. 5, left), it is necessary to normalise the arrival 
times by subtracting the arrival from the elapsed time at all points (Fig. 5, centre). 

3. Residual differences between FGM and CGM predictions at each output point are 
then calculated. 

4. Other CGM simulations are undertaken for a different value of peak inflow (in the 
example presented here 50 m3/s, 200 m3/s and 350 m3/s); these predictions are 
then adjusted using linear interpolation or extrapolation of the residual values to 
bring them closer to the predictions that would be made from a FGM with this 
boundary condition. 

5. The time lag is then reinstated into the prediction by reversing step 2. 

Prediction using v-SV regression model  

The Support Vector Machine (SVM) technique uses a kernel function that maps the 
nonlinear input data to a higher dimensional hyperspace (Schölkopf et al. 2000). One 
commonly used kernel function is the Gaussian Radial Basis Function (RBF), kernel 

)exp(),( 2
21 yxxxk −−= λ . Through this mapping into a higher dimensional space, 

the training data can be approximated to a linear function. Schölkopf et al. (2000) use 
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a parameter ν  to control the number of support vectors in the ν -Support Vector Re-
gression (ν -SVR) and also present an improved algorithm using the parameter ε  to 
the ε -Support Vector Regression. The primary reason for our adoption of v-SVR as 
the basic approximating tool in our study is its proven capabilities as function approx-
imation tool from a given data set and its short time for training. 

The strategy of using coarse grid model outputs as training samples and fine grid 
model outputs as targets for the v-SVR is presented below: 
1. Initialise: Select n and T, where n = total number of sampling points using fine 

and coarse grid models, and T = total time for the simulation.  
2. Generate training samples: Run the fine and coarse grid models with the num-

ber of p different inflow hydrographs. Compute the initial training samples size  
s = n × p.  

3. Construct predictive model: Use s training samples to train v-SVR. 
4. Predict fine grid model outputs: Run the CGM with a new inflow hydrograph 

and assign predictive values (water depth and velocity) to each grid using the non-
linear v-SVR.  

The step-by-step procedure shows that the algorithm is simple and straightforward. 

Improvement of predictions from interpolation in FGM results 

Figures 6 and 7 give an illustration of what can be achieved for time series predictions 
of water level and flows at two locations on the floodplain. The CGM predictions 
(light blue) have been corrected (red) to bring them closer to those of a FGM using 
the same boundary condition. Similar promising improvements are made at many 
other locations. 

However, a number of limitations of the approach were also apparent as many 
results suffered from (a) over- or under-correction for at least a part of the time do-
main, or (b) arrival time prediction errors. The most important limitation occurred at 
locations where flooding was shallow or nonexistent for the training run q = 100 m3/s. 
Also, residuals during the first minutes of the inundation process were often exces-
sively dependent on q, as differences in the way topography is represented in the 
FGM and the CGM affect shallow flows only (and therefore have consequences for 
low values of q that last longer than for high values of q). This can cause noisy pre-
dictions of velocity during the rising limb of the flood, see Fig. 7 (left), and can also 
lead to substantial errors in the arrival time predictions. In addition, the approach did 
not take into account how temporal characteristics of flood fronts varied depending 
on q. An example is shown in Fig. 7 (right), where prediction inaccuracies for q = 200 
m3/s and q = 350 m3/s between the times 150 and 300 min may be due to this. Predic-
tions for q = 50 m3/s were very inaccurate at all locations where inundation was very 
shallow, see Fig. 7 (left). Finally, it should be mentioned that the prediction of veloci-
ty was often made more difficult by the presence of oscillations (either physical or 
numerical) in the results from the training runs. 
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Fig. 6. Prediction of water level at 2 locations on the floodplain. Training runs based on  
q = 100 m3/s and q = 500 m3/s. Methods used: linear interpolation/extrapolation of residuals 
(red); averaging of residuals (green). Light blue: CGM results. Dark blue: FGM results. 
Dashed lines: training runs. 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Prediction of velocity at 2 locations on the floodplain. Training runs based on q = 100 
m3/s and q = 500 m3/s. See previous figure caption for colour codes. 

 

 
 
 
 
 
 
 
Fig. 8. Peak velocity field predicted by the 2 m FGM (left) and the 50 m CGM (right), for  
q = 200 m3/s. The black dots are the computation nodes of the 50 m model. The flag indicates 
the location where the approach is tested. 
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Improving spatial prediction of velocity 

In addition to improving predictions of water levels and velocities at the computa-
tional grid points of the coarse grid model, the approach can also be used to improve 
the spatial resolution of CGM model results. Predictions at any location on the flood-
plain can be obtained by spatial interpolation from grid node predictions, and can 
subsequently be improved using an estimation of residuals. The inherent “blurring” 
effect obtained in the CGM predictions is illustrated by Fig. 8, which clearly shows 
that major flow routes through the urban environment are not adequately modelled 
using the 50 m model and that very significant benefits may be gained from using the 
results from training runs of the 2 m models. 

Water level and velocity prediction using a nonlinear v-SV regression model 

Five simulations were used for training and one (q = 500 m3/s) for testing. For the  
T = 10 hours simulation, every half hour data were used for v-SVR (n = 20). The 
number of input patterns of v-SV regression is equal to 3 (water level/velocity, time 
and discharge on the inflow hydrograph), the number of training samples can be  
calculated by 5 × 20 = 100 and the number of test samples can be calculated by  
1 × 20 = 20. The Gaussian Radial Basis Function (RBF) kernel was used in the expe-
riments. Figures 9 and 10 show the graphical results produced by v-SVR, CGM and 
FGM for two random locations on the floodplain. The evaluated performance statis-
tics is shown in Table 1 and 2. From Table 1 and 2, it can be seen that the perfor-
mance of v-SVR is much better than CGM with respect to the RMSE and the results 
of FGM and v-SVR are very close in most cases. From Figs. 9 and 10, there is very 
little separation between FGM and v-SVR indicating a good match between simulated  

Table 1 

Performance statistics using v-SVR and CGM for water level prediction 

Grid Location (index) RMSE between CGM and FGM RMSE between v-SVR and FGM 

682 1.6858 0 
2000 0.0624 0.3501 

Table 2 

Performance statistics using v-SVR and CGM for velocity prediction 

Grid Location (index) RMSE between CGM and FGM RMSE between v-SVR and FGM 

682 0.028 0 
2000 0.1 0.0307 
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and observed values using v-SVR and FGM. For the location shown in Fig. 10 (a), the 
water level prediction is not as good as the CGM because the simulated water level 
obtained from the CGM is already very close to FGM prediction. More training sam-
ples are needed to provide a more accurate prediction result for this location. In our 
experiment, only 5 simulations were used for training. 
 

 
 

Fig. 9. Predictions of water level and velocity at the first random location on the floodplain. 
Simulation run (q = 500 m3/s) was used for testing. 

 
 

Fig. 10. Predictions of water level and velocity at the second random location on the flood-
plain. Simulation run (q = 500 m3/s) was used for testing. 

4. Conclusions 

1. CGM predictions of water depth and velocity can be improved to obtain predic-
tions closer to those which would be obtained from a FGM by correcting the 
CGM results using residual differences between two FGM and CGM training 
runs. 
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2. It is found that if a full 2D hydrodynamic CGM is used, it is very likely that the 

full 2D CGM will predict the results inaccurately due to low resolution data. 
Therefore, it is essential that the CGM be used together with FGM runs or a v-
SVR technique to improve the predictions. Here the kernel method was used to 
map the data into feature space corresponding to the kernel and then to undertake 
linear regression. When a limited number of FGM runs is available, these can be 
used to improve the performance of a CGM. The proposed methods have been 
applied to the model construction for Thamesmead site. The experiments showed 
that by using v-SVR, it achieved a sufficiently accurate water level and velocity 
predictions comparable to the results obtained using the FGM. 
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Abstract  

The paper presents an application of a Stochastic Transfer Function (STF) 
approach and a State Dependent Parameter (SDP) transformation of model va-
riables to the combined reservoir management and flow routing problem on the 
Upper Narew River, NE Poland. The management objective is to reach required 
flow conditions in the reaches of an ecologically valuable river. A 1-D distri-
buted flow routing model was designed for the study. However, both optimisa-
tion methods and reservoir management analysis require numerous model reali-
zations which are computationally very expensive. A much more efficient solu-
tion consists of the application of a simplified STF simulator of river flow, which 
is calibrated on historical data and distributed model realizations for the parts of 
the river where the observations are not available. The model is stochastic, enabl-
ing derivation of prediction uncertainty in a straightforward manner. The ob-
tained optimal control policy is tested on a fully distributed model. 

1. Introduction 

River floods are commonly considered as natural phenomena with threats to life and 
health and loss of property. However, in some situations they have a positive impact, 
helping to preserve the natural features of a particular region. Due to their natural cha-
racter and high water content, floodplains are commonly areas of rich biodiversity. 
Equally, valuable fluvial ecosystems can be destroyed by shortages of water in critical 
periods of high-water demand (vegetation growth). It is the task of hydrologists to 
assess the short and medium-term inputs to, and retention of, water eco-systems in 
vulnerable areas and to devise methods to regulate those inputs. This is the case in the 
Narew catchment, north-east Poland, in the area within the boundaries of the Narew 
National Park (NNP), where spring floods not only cause no material damage but 
bring positive effects in preserving the natural qualities of the region.  
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To maintain the required status of riverine wetlands with fluvial-glacial feed, it 
may be necessary to retain, during the river’s vegetation growth period, not only high-
er than minimum flows according to a hydro-biological criterion, but also to keep or 
introduce a flood impulse. The concept of flood impulse was introduced by Junk et al. 
(1989) for tropical rivers and was further developed by Tocker et al. (2000) for rivers 
situated in intermediate climate zones. The concept was followed by Kiczko et al. 
(2007), where the problem of reservoir management was studied. The aim was an 
analysis of the possibility of reaching the ecologically desirable conditions in the Na-
rew National Park wetlands through reservoir management. River flow was described 
using a distributed 1-D model. Derivation of the optimal time and length of the releas-
es from the reservoir was based on the optimisation of the entire system including the 
river and the reservoir (Dysarz and Napiórkowski 2002), using the Differential Evolu-
tion Algorithm (Storn and Price 1995). The optimisation algorithm requires multiple 
1-D model evaluations and therefore the computation time is a limiting factor of the 
procedure (Dysarz and Napiórkowski 2003).  

In order to facilitate the computations, a lumped parameter simulator of a distri-
buted flow routing is introduced in the multiobjective optimisation of a water man-
agement system consisting of a lowland river and a storage reservoir. The developed 
simulator applies the Stochastic Transfer Function (STF) approach together with a 
nonlinear transformation of variables. The model is calibrated on historical data and 
on distributed model realizations for the parts of the river where the observations are 
not available. The model is stochastic, enabling derivation of prediction uncertainty in 
a straightforward manner; therefore, it is suitable for scenario analysis of the water 
management system under uncertain climatic conditions. Estimated probability of 
water levels at the cross-sections along the river enables the derivation of probability 
maps of inundation at different times of the year. 

2. Methodology 

Consider a 1-D numerical model with the river geometry described by n cross-
sections. This kind of approach is used in many popular 1-D flow routing models 
(ISIS, HEC-RAS, UNET, MIKE 11). The methodology we apply here is based on the 
application of a lumped discrete-time STF model combined with the nonlinear State 
Dependent Parameter (SDP) type transformation to simulate flow routing along the 
river instead of a distributed 1-D model. Experience gained by Romanowicz et al. 
(2004, 2006), and Beven et al. (2008), indicated that STF models are compatible with 
distributed model predictions at cross-sections where observations are available. The 
interpolation of water levels at cross-sections between the measurement sites can be 
obtained when STF simulators are calibrated on the distributed model simulations at 
these cross-sections.  

As 1-D model applies spatial discretisation based on cross-sections along the riv-
er and the floodplains, the simulator can also apply that type of spatial discretisation, 
but it can be made coarser than in a distributed model, depending on the application.  

When water levels are used as the STF model variable, we can use the nonlinear 
transformation of water levels upstream (model input) in order to separate linear dy-
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namics from the nonlinear flow routing process (Young et al. 2006, Romanowicz et 
al. 2007, Romanowicz et al. 2008). The resulting simulator takes the form of the so-
called Hammerstein type model (Fig. 1A). However, when flow is used as the model 
variable, the STF model cannot be accompanied by a nonlinear transformation of the 
input, as this type of model would not be able to keep the mass balance for the steady 
state solution. In that case the simulator consists of a system of linear STF models. 
The nonlinear flow-water level transformation used to evaluate water levels at each 
cross-section applies a rating curve-type conversion, which does not influence the 
flow routing module (Fig. 1B). 

Figures 1A and 1B illustrate both schemes for a single sub-reach between two 
cross-sections of a distributed UNET model. In Fig. 1A, hi,k denotes water level up-
stream at discrete time period k, hn,k denotes the water level downstream at cross-
section n, fi,n(.) denotes a nonlinear transformation between input and output (Roma-
nowicz et al. 2008). 
 

 

Fig. 1. (A) The scheme of a nonlinear Hammerstein type STF simulator of one sub-reach of a 
1-D flood routing model (a sub-reach without tributaries); (B) The scheme of a linear STF 
model for flow with a nonlinear conversion for the water levels. 

In Fig. 1B, Qi,k denotes discrete flow upstream, Qn,k denotes flow value down-
stream and grn(.) denotes the “rating curve” type transformation for the 1-D model 
variables. At the reach scale, the discrete-time STF (Young 1984) describes the 
process dynamics. 

The model structure identification and estimation of parameters is performed us-
ing MATLAB optimisation routine together with a Simplified Refined Instrumental 
Variable (SRIV) routine from Captain toolbox (www.lancaster.ac.uk). The STF model 
error is assumed to account for all the uncertainty at the output of the system that is 
associated with the inputs affecting the model, including measurement noise, unmea-
sured inputs, and uncertainties associated with the model structure. 

The choice of the type of STF model input determines the simulator structure. In 
the first approach, flow (water level) at the cross-sections upstream of each sub-reach 
of a numerical 1-D model is used as an input variable. In this case, the model of the 
entire river reach consists of n serially connected modules shown in Fig. 1A or 1B, 
depending on the choice of routing variables. The output from the sub-reach upstream 
is used here as an input to the downstream sub-reach. The other approach consists of 
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building an independent Single Input Single Output (SISO) or Multiple Input Single 
Output (MISO) model for each cross-section, using the available observed inputs up-
stream (flows or water levels) and simulated by the 1-D model flows or water levels at 
a cross-section as an output. In the second approach, each cross-section of the 1-D 
model is modelled as an independent input-output system using the modules A or B 
from the Fig. 1, depending on the choice of routing variable. In the case where lateral 
inflow is present, the multi-input model is required for the ith cross-section. Therefore 
the required river reach is modelled by the set of those SISO (or MISO) transfer func-
tions. In the following step of the procedure, the flows obtained from the simulator are 
transformed into water levels. That nonlinear transformation, derived using the State 
Dependent Parameter (SDP) method (Young et al. 2001) from 1-D model simulations 
for each cross-section, is subsequently parameterised using radial basis functions 
(Buhmann 2003). We shall call this approach a parallel simulator to distinguish it from 
the sequential scheme. This approach should give smaller prediction errors due to the 
lack of propagation of the error. However, when differences between the cross-
sections are large, modelling errors would occur due to smaller correlation between 
the sites. 

3. River Narew study: parallel STF simulator 

The study reach is about 110 km long. It starts at the Siemianówka reservoir and goes 
down over the lowland, agricultural area and Narew National Park (NNP) enclosing 
valuable wetland ecosystems, as shown in Fig. 2. In recent years both a reduction in 
mean flows and shorter flooding periods have resulted in a serious threat to the rich 
wetland ecosystems situated along the river in NNP. These undesirable changes were 
caused by changes in local climate, manifested as recent mild winters and a reduction 
in annual rainfall that have resulted in reduced groundwater resources.  

 

Fig. 2. Upper Narew Valley showing the study area, stage gauging stations are shown as trian-
gles, shaded crossed area on the right denotes the reservoir and crossed area on the left denotes 
the marshland. 
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The UNET (Barkau 1993) 1-D model was chosen here due to its short run times. 

This code is a numerical implementation of a Saint Venant equation. In the UNET 
model, the river reach is represented by 57 cross-sections at about 2 km intervals ob-
tained from a terrain survey. The model was calibrated by adjusting the Manning coef-
ficients separately for the channel and left- and right-floodplains and water surface 
slope was used as a downstream boundary condition. Observations of daily water le-
vels are available at Bondary, Narew, Ploski and Suraż on the River Narew and Na-
rewka and Orlanka on its two tributaries. To keep a reasonable size of parameter di-
mensions, it was assumed that roughness coefficients do not change spatially between 
the gauges. The calibration period is 23.07.1981 − 28.08.1982 and the validation was 
performed for the period 27.08.1982 − 23.07.1983. Channel and floodplain (left and 
right) roughness coefficients for four reaches between gauging stations and down-
stream cross-section were used as model parameters. Optimization was carried out 
using the Differential Evolution (DE) algorithm (Storn and Price 1995). Verification gave 
a good fit with a mean standard deviation less than 0.14 m for each gauging station. 

In flood forecasting and inundation modelling we are interested in water level 
predictions rather than flows. However, an analysis of the UNET model results indi-
cated that flow at each cross-section can be described by a linear dynamic relationship, 
while the level-level relationship is highly nonlinear. Simulated water levels at each 
cross-section can be derived from flow−water level nonlinear relationships, specific 
for each cross-section, for most of the cross-sections apart from one, situated near the 
first tributary. Therefore, it was decided to use flows rather than water levels to build 
the simulator. A preliminary analysis indicated also that use of a parallel model struc-
ture is more suitable for the present application than the sequential.  

Only daily observations of water levels are available from the gauging stations 
along the studied Narew reach. As shown in Romanowicz and Osuch (2008), daily 
time step does not allow for the adequate modelling of influence of tributaries on the 
wave celerity variation downstream Suraż. As the 1-D model output has a flexible 
discretisation time (e.g., 1 hour), in this application a 1-D model serves both as spatial 
and temporal interpolator of the observations.  

STF models were obtained for hourly flows simulated by UNET at 9 cross-
sections along the River Narew within the NNP region, between Suraż and Izbiszcze, 
with observed flows at Bondary, Narewka and Orlanka as input variables. All the 
models have 1st order dynamics. The obtained goodness of fit criterion 2

TR  for the 
validation stage (1982-1983) varies between 99.33% and 99.99%. The validation  
results for Suraż indicate that the UNET model has nearly linear input-output relation-
ships for flows, i.e., it has linear dynamics. 

Figure 3 presents the rating curve for Suraż and water level−flow relationship ob-
tained from UNET simulations at that cross-section shown with dotted black line. The 
nonparametric relationship was parameterised using Radial Basis functions (Buhmann 
2003), but any other suitable parameterisation may be used. The resulting water levels 
at Suraż were obtained using the MISO STF model with observed flows at Bondary, 
Narewka and Orlanka as input variables and radial basis transformation. Figure 4 
presents estimated water levels at Suraż (continuous line) together with 0.95 confi-
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dence bounds shown as shaded area together with observed water levels shown by 
dots and UNET model simulations shown by stars. 
 

 
Fig. 3. Observed rating curve for Suraż (thin line) and UNET level/flow relationship (thick line).  

 

Fig. 4. Validation of the STF simulator for the cross-section at Suraż; dots denote observations, 
stars denote UNET simulations and continuous line denotes the simulator estimates with 0.95 
confidence bounds shown by shaded area. 



157 
 

4. Application of a simulator in reservoir management 

In this application we use discharges from the Siemianówka reservoir as control va-
riables. The optimisation criteria described in Kiczko et al. (2008) are chosen to com-
bine reservoir management and ecological requirements posed by the wetland ecosys-
tems along the river floodplains. Optimization of discharges from Siemianówka reser-
voir (control stage) was performed using historical discharges at the Bondary gauging 
station before the time when the reservoir was built to test the ability of improving 
water conditions by introducing the discharges from the reservoir. The reservoir is 
described using a simple discrete balance equation. Initial reservoir storage was set to 
the recommended value for a chosen control period by the reservoir management poli-
cy. Reservoir outflows are represented as a sum of rectangular pulses  

 ( )
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out base j j j j
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Q t Q P t t dt q
=
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where Qbase is the minimum flow (a minimum allowed discharge from the reservoir), tj 
is the time middle point of j-th pulse, dtj is the pulse duration time, qj is the discharge 
and NP is the number of considered pulses, and Pj(.) is the rectangular pulse dis-
charge.  

Values of the middle time of the pulse, pulse duration time and the pulse height 
were used as control variables describing reservoir discharges. Ten pulses were ap-
plied (NP = 10); therefore, there were 30 control variables. 

In the study by Kiczko et al. (2008), three different management scenarios were 
analysed. In the present paper we report the results for only one scenario, from the 
period 0.5.10.1982 − 13.07.1983, in order to test the performance of the simulator. 
The optimisation problem was solved using DE Algorithm with the simulator used for 
flow routing. Figure 5 presents a comparison of water levels at Suraż simulated using  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Water levels (W.L.) at Suraż; historical observed marked with a dashed line, optimised 
marked with a continuous line; UNET simulations marked with a dash-dotted line. 
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Fig. 6. Low water levels probability map at the NNP area between Suraż and Izbiszcze. 

UNET with results obtained using the simulator when the optimised discharges from 
the reservoir are applied. Also shown are the observed historical water levels at Suraż. 
The dark shaded area presents the values of the optimum criterion applied in order to 
fulfill ecological goals (the darkest shade represents the best value of the criterion). 

As mentioned before, the simulator predictions are given together with the uncer-
tainty bounds. In this study we additionally apply Monte Carlo sampling to estimate 
the influence of parameters and observations uncertainty as well as uncertainty related 
to the nonlinear transformation of flows into water levels. The quantiles of predictions 
are used to derive the maps of probability of inundation at high and/or low water le-
vels as shown in Fig. 6 for inundation predictions at low water levels for the region of 
NNP between Suraż and Izbiszcze. Comparison of these maps with ecologically de-
sired water conditions along the River Narew reach within the Narew National Park 
may serve as an indicator of water management outcome. 
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5. Conclusions 

We have demonstrated that the 1-D flow routing can be successfully approximated 
using a system of lumped STF models (so-called simulator). The simulator structure 
depends on the choice of the routing variable (water levels or flows) and on the choice 
of input variables (sequential or parallel system). In the case of UNET model, a choi-
ceof flows as the routing variable and a parallel structure gives superior results. The 
simulator was applied within the optimisation routine to derive the best reservoir dis-
charge scheme from the point of view of joint ecological and economic criteria. Fur-
ther work is required to extend this approach towards the modelling of the uncertainty 
of predictions related to the uncertainty of the distributed model parameters. At 
present only observation and simulator parameters uncertainty were taken into account 
during the estimation of the simulator predictions uncertainty. The uncertainty of 
model predictions is used to derive the probability maps of inundation extent within 
the ecologically valuable reach of the River Narew. 
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Abstract  

The annual peak-flow series of Polish rivers are mixtures of summer and 
winter flows. The seasonal series are believed to be more homogeneous than the 
annual series in respect of the distribution. Consequently, a seasonal maxima ap-
proach to the stationary flood frequency analysis (FFA) has been introduced by 
the Polish Hydrological Service. The FFA is performed for the winter and sum-
mer peaks separately and the time-dependent annual peak flow quantiles are 
computed by an union formula of two independent events. Assuming that the 
seasonal maxima follow the Gumbel distribution, the sampling properties of an 
annual maxima (AM) quantile estimate got by using the seasonal maxima are 
examined and compared with those got from the annual maxima (AM) samples. 
The asymptotic variance and bias of ML-estimate of the upper quantiles are 
compared with sampling experiment assessment. 

1. Introduction  

Floods in Poland transpire both in summer and winter. The majority of floods in Po-
land are caused either by heavy rains (summer floods) or by thaws (winter floods). 
Although summer floods dominate in southern part of Poland and winter in the north-
ern part, many annual peak flow series are a mixture of summer and winter peak 
flows. Their ratio changes along the river course. The method of combining the dis-
tributions of the seasonal maxima (SM) for the annual maxima (AM) distributions has 
been introduced to FFA in the Polish Hydrological Service (e.g., Ozga-Zielinska et al. 
1999, 2007, Kruszewski 2001). The method attracted much attention in the literature 
(e.g., Waylen and Woo 1982, Lamberti and Pilati 1985, Buishand and Demaré 1990) 
mainly focused on the monthly precipitation maxima. The seasonal maxima are as-
sumed to be independent and the probability of annual maximum value is derived 
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from the union of independent events. Buishand and Demaré (1990) in their funda-
mental study derived asymptotic expressions for the bias and variance of quantile es-
timates obtained by fitting the Gumbel distribution to the maxima in m-separate sea-
sons. Introduced by Strupczewski (1965) to FFA in Poland, the SM approach was 
soon dislodged by the POT method (Strupczewski 1967) which in fact due to too ri-
gorous assumptions has never been widely used in Poland. The main problems of up-
per quantile estimation are model misspecification (i.e. model error), a sample non-
representative for population and the number of parameters to be estimated from the 
observation data (i.e. sampling error). Following Buishand and Demaré (1990) and 
other publications on seasonal maxima, it is assumed here that summer and winter 
seasonal maxima follow the Gumbel distribution. Expressions for the asymptotic va-
riance and bias of the ML quantile estimate from both the SM and AM approaches are 
given. The results from these expressions are presented for a situation of non-seasonal 
variation and compared with estimates got by sampling experiments.  

2. Preliminaries  

The seasonal maxima (SM) approach is based on the union of two independent events. 
If the winter and summer peaks are subject to the cumulative distribution function 
(cdf) F1(x; θ1) = P1(X1 ≤ x; θ1) and F2(x; θ2) = P2(X2 ≤ x; θ2) with the parameter vec-
tors θ1 and θ2, respectively, then from the union of these two independent events one 
gets the cdf of annual peak flows [X = max(X1, X2)] as  
 1 2 1 1 1 2 2 2( ; , ) ( ; ) ( ; )F X x F X x F X x≤ = = ≤ ⋅ ≤θ θ θ θ θ . (1) 

The pdf of the X-variable is got by differentiating Eq. (1) with respect to x:  
 1 2 2 2 1 1 1 1 2 2( ; , ) ( ; ) ( ; ) ( ; ) ( ; )f x F x f x F x f x= = ⋅ + ⋅θ θ θ θ θ θ θ , (2) 

where ( ; ) ( ; ) .i i i if x dF x dx=θ θ   
In the SM approach, the parameters θ1 and θ2 are estimated separately from win-

ter peaks series (X1,1, X1,2, …, X1,N), and summer peaks series (X2,1, X2,2, …, X2,N), re-
spectively. In the AM approach, the parameters θ = (θ1, θ2) are estimated from the F 
distributed sample of annual peak flows (X1, X2, …, XN). The ML method is used here 
for the purpose. Having estimated the parameters θ, quantile estimates can be com-
puted from Eq. (1). If the function  

 ˆˆ( ) ( ;x F Fφ= )θ  (3) 

does not exist in explicit form, an iterative technique must be applied to obtain ˆ( )x F  
for given values of the parameters θ and the probability of non-exceedance F. In the 
SM approach, the asymptotic covariance matrix of the estimators of the parameter 
vectors 1θ̂  

 
and 2θ̂  

 
is obtained separately for the both vectors by the inversion of the 

respective Fisher information matrix (Fisher 1921), while applying the AM approach 
for the both vectors simultaneously. The asymptotic variance of the x(F) estimator, 
i.e., ˆvar { ( )}SM x F  and ˆvar { ( )}AM x F , can be obtained by the first-order Taylor series 
expansion of Eq. (3) about the point θ.  
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One can find from Eq. (1) that any two of three distribution functions define the 

third one. For example, for given F1 and F2 distributions with parameter number pn1 

and pn2, respectively, the F will have pn = pn1 + pn2 parameters. If the F and F1 are 
given functions, the F2 will be (pn2 = pn + pn1)-parameter function. Obviously the 
number of parameters to be estimated from a sample adverse affects accuracy of quan-
tile estimates.  

To unify the three functions in respect to the number of parameters one has to  
assume that seasonal distributions do not differ in respect to parameter numbers  
(pn1 = pn2) and moreover that the population values of parameters are the same for 
these two distributions. Note that the F1 and F2 can differ in form and their parameters 
can have a different meaning. Then from each of the samples, i.e. (X1,1, X1,2, …, X1,N), 
(X2,1, X2,2, …, X2,N) and (X1, X2, …, XN), the same number of parameters will be esti-
mated. It is intended to equalize the chance of the both approaches in regard to accura-
cy of the AM quantile estimates.  

Note that the SM approach does not reduce the size of the sample upon which pa-
rameter estimates are made and it makes use of additional information on flood beha-
viour. Therefore, using the SM approach one can expect a gain in the accuracy of an-
nual maxima estimation if compared with the annual maxima (AM) approach. The 
probability that the seasonal peak X2 is the annual peak X is defined by  

 2 2 1 2 1
0

( ) ( ) ( ) ( )P X X P X X f x F x dx
∞

= = ≥ = ⋅ ⋅∫ . (4) 

More can be achieved if the peaks of both seasons equally contribute to the AM distri-
bution, i.e., P(X = X2) ≈ 0.5. Equation (4) can serve in testing the fit of the SM model 
(Eq. 1) to the data. It is illustrated in Appendix A taking the exponential distribution.  

3. Gumbel as seasonal distributions  

Cdfs of seasonal maxima distributions are assumed to be of Gumbel form  

 ( ) exp 1, 2
i

i

x

iF x e i
β

α
−⎛ ⎞−⎜ ⎟

⎝ ⎠
⎡ ⎤

= − =⎢ ⎥
⎢ ⎥⎣ ⎦

. (5) 

Hence the annual maxima cdf (1) take the form  

 
1 2

1 2( ) exp exp
z z

F x e e
β β

α α
− −⎛ ⎞ ⎛ ⎞− −⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
⎡ ⎤ ⎡ ⎤

= − −⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

. (6) 

The quantile x(F) is given here in an implicit form  

 1 1 2 2( ) ( ; , , , )x F Fφ α β α β= . (7) 

Using the SM model, the parameters (α1, β1) and(α2, β2) are estimated by the ML me-
thod from (X1,1, X1,2, …, X1,N), (X2,1, X2,2, …, X2,N) samples, separately. It leads to the 
quantile estimate  
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 ( )1 1 2 2
ˆ ˆˆ ˆˆ ( ) ; , , ,SM SM SM SM SMx F Fφ α β α β= . (8) 

Asymptotic formula for the variance and the bias of quantile estimators (8) are 
given by Eqs. (B.14) and (C.1-6) in Appendices B and C, respectively. To be close to 
the practice, the case of the same number of parameters for seasonal and annual distri-
butions is considered here. It is done by assuming no seasonal variation in parameter 
values: α1 = α2 = α; β1 = β2 = β. In this case, the variance and bias do not depend on the 
location parameter β (see Eqs. (B.17) and (C.7)). Then the annual maxima have a 
Gumbel distribution with parameters β’= β + ln 2 and α:  

 ( ) exp 2 exp
x x

AMF x e e
β β

α α
′− −⎛ ⎞ ⎛ ⎞− −⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
⎡ ⎤ ⎡ ⎤

= − = −⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

, (9) 

hence 

 ( )( ) ln( ln ) ln lnAMx F F Fβ α β α′= − − = − − . (10) 

Fitting a Gumbel distribution directly to the annual maxima leads to the ML-estimate 

 ˆ ˆˆ ( ) ln( ln )AM AM AMx F Fβ α′= − − . (10a) 

which has the asymptotic variance and bias given by Eqs. (B.19) and (C.9) (Phien 
1987), respectively.  

The two quantile estimates of the AM ˆ ( )SMx F  and ˆ ( )AMx F  can be compared by 
the asymptotic variance ratio which for no seasonal variation has the form (Fig. 1):  

 
2

2

ˆvar { ( )} 0.8786 0.6784 ( ) 0.3040 ( )( )
ˆvar { ( )} 1.1087 0.5140 ( ) 0.6079 ( )

SM

AM
x F y F y FQ F
x F y F y F

+ += =
+ ⋅ + ⋅

, (11) 

where  
 ( ) ln( ln )y F F= − − . (12) 

Note that Q(F) does not depend on α and β in this case. 
Application of the SM approach leads here to a considerable reduction of va-

riance of the AM quantile estimate, which increases with the probability F.  
As far as bias of quantile estimates is concerned, little reduction of the absolute 

value of bias for the SM model is observed and, moreover, the biases of large quan-
tiles of both models differ in sign (Fig. 2).  

4. Sampling experiment  

Equations (11) and (C.7a, C.9) are based on asymptotic expressions which need not be 
appropriate for small N. To investigate their usefulness a Monte Carlo sampling expe-
riments for the SM and AM methods have been performed. The maximum likelihood 
method has been applied to estimate the upper quantiles. Then, averaged over 20,000 
Monte Carlo loops, the bias and variance of the selected upper quantiles were calcu-
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lated. The calculations were carried out for Gumbel pseudo-random samples with 
sizes of N = 20 and N = 50. It is important to note that values of parameters α and β 
were the same for generated summer and winter samples.  

The comparison of the theoretical and sampling reduction of the upper quantiles 
variance (Fig. 1) revealed that the asymptotic theory should not be applied for hydro-
logical sample size, due to the relatively large discrepancy, especially for higher quan-
tiles.  

 

Fig. 1. Reduction of variance of ML-quantile estimates got by SM model.  

 

Fig. 2. Dimensionless ML biases for the AM and SM models and various sample sizes.  
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As far as bias is concerned, to enable the comparison to asymptotic results, the 
dimensionless sampling bias was calculated by relation to the value of α parameter 
and sample size (N):  

 ˆ ˆ{ ( )} { ( )}NDB x F B x F
α

= . (13) 

The dimensionless sampling bias both for the SM and AM methods correspond 
relatively well with the asympthotic results (Fig. 2). This is so, even though the sam-
pling sizes are small. It is worth noting that the seasonal approach (SM) produces 
smaller bias (in terms of absolute values) than the annual approach. Characteristic is 
also, that the AM approach always produces negative bias, whereas the SM is negative 
only for lower quantiles (up to ca. F > 0.995).  

5. Conclusions  

If the underlying assumptions are fulfilled, the SM approach to the AM distribution 
estimation is highly competitive to that based on the AM samples. Therefore, the 
problem with its implementation in the FFA lies in possible misspecification of sea-
sonal models and correctness of the assumption of independence of winter and sum-
mer peak flows.  

Acknowledgements . This work was partly supported by the Polish Ministry 
of Science and Informatics under the Grant 2 P04D 057 29 entitled ‘Enhancement of 
statistical methods and techniques of flood events modelling’. 

Appendix A 

Verification of the Independence Assumption 

The pdf of the ratio W = X1/X2 of the winter to summer peak flows (fW(w)) can be de-
rived from the seasonal peak flows pdfs, i.e., f1(x1) and f2(x2), providing Eq. (1) holds. 
To do it, the distribution of functions of two-dimensional random variables (W, X2) 
(e.g., Kaczmarek 1977) should be derived first:  
 2 1 2 2 2( , ) ( ) ( )f w x f w x f x J= ⋅ ⋅ ⋅ , (A.1) 

where J is the determinant of the form  

 1 1 2 2
2

2 2 2 0 1
x w x x x w

J x
x w x x
∂ ∂ ∂ ∂

= = =
∂ ∂ ∂ ∂

.  

Hence  
 2 1 2 2 2 2( , ) ( ) ( )f w x f w x f x x= ⋅ ⋅ ⋅ . (A.2) 
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The pdf of the W variable is the marginal distribution of the two-dimensional variate 
(W, X2):  

 2 2
0

( ) ( , )wf w f w x dx
∞

= ∫  (A.3) 

and 

 
0

cdf ( ) ( )w wF w f w dw
∞

= ∫ . (A.4) 

Note that an arbitrary moment αk(w) may be calculated from  

 1 2 1 2 1 2 1 1 1 1 2 2 2 2( ) ( ) ( , ) ( ) ( )k k k
k w x x f x x dx dx x f x dx x f x dxα

∞ ∞ ∞ ∞
−

−∞ −∞ −∞ −∞

= = ⋅∫ ∫ ∫ ∫ , (A.5) 

i.e., without having to find the density function (A.3).  
The probability that the summer peak flow (X2) is annual peak flow (X) is ob-

tained from Eq. (A.4) substituting w = 1. It is equivalent to Eq. (4) as  

 

1 1 1

2 2 1 2 2 2 2 2
0 0 0 0 0

1

2 2 1 2 2 2 2 2 1 2 2
0 0 0

(1) ( ) ( , ) ( ) ( )

( ) ( ) ( ) ( ) .

w wF f w dw f w x dx dw f w x f x x dx dw

f x f w x x dw dx f x F x dx

∞ ∞

∞ ∞

= = = ⋅ =

⎡ ⎤
= ⋅ ⋅ = ⋅⎢ ⎥

⎢ ⎥⎣ ⎦

∫ ∫ ∫ ∫ ∫

∫ ∫ ∫
 (A.6) 

Denoting by p = P(x = x2) the probability of success brings us to the binomial distribu-
tion, i.e., to the discrete probability distribution of the number of successes in a se-
quence of N independent yes/no experiments, each of which yields success with prob-
ability p. Its probability mass function (pmf) is defined by  

 ( ; , ) (1 )k N kN
f k N p p p

p
−⎛ ⎞

= −⎜ ⎟
⎝ ⎠

 (A.7) 

and the mean value, i.e., the expected number of summer maxima in the N-element 
annual maxima series  

 [ ]
2 2

ˆ ˆ( )x xN E N x x N p= = = = ⋅ . (A.8) 

Comparing the estimate 
2

ˆ
x xN =  with the observed number of years 

2x xN =  one can as-
sess an overall fit of the model, i.e., the chosen distribution functions together with the 
independency assumption, to the data ((X1, j, X2, j); j = 1, 2, …, N). If 

2 2
ˆ ;x x x xN N= =<  the 

interest is in evaluating the probability of getting from the N-element sample the value 
2
.x xNη =≤  It can be expressed in terms of the cumulative distribution function (cdf)) 

as the regularized incomplete beta function:  

 ( ) ( ) ( )2 2 2 2ˆ1ˆPr ; , , 1x x x x p x x x xN F N N p I N N Nη = = − = =≤ = = − + . (A.9) 



 

168

In the opposite case, i.e., if 
2 2

ˆ ,x x x xN N= =>  one has to assess the probability of exceed-

ance the observed 
2x xN =  value:  

 ( ) ( ) ( )2 2 2 2ˆ1ˆPr 1 ; , 1 , 1x x x x p x x x xN F N N p I N N Nη = = − = => = − = − − + . (A.10)  

Example:  

As an example, consider the exponential distributions with lower bound zero both for 
winter and summer peak flows:  

 1pdf ( ) exp( )i i
i

f x x α
α

= −    and   cdf ( ) 1 exp( ); 1,2.i iF x x iα= − − =  (A.11) 

Then Eq. (A.2) takes the form:  

 2
2 2

1 2 1 2

1( , ) expx wf w x x
α α α α

⎡ ⎤⎛ ⎞= − +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (A.12) 

and pdf of the variable W (Eq. A.3)  

2 1 1 2 1 2
2 2 2 2 2

1 2 1 2 2 1 1 20

( )1( ) exp
( ) ( ( ))w

wf w x x dx
w w

α α α α α α
α α α α α α α α

∞ ⎡ ⎤+⎛ ⎞= − = =⎜ ⎟⎢ ⎥ + +⎝ ⎠⎣ ⎦
∫  (A.13) 

while the cdf  

 1 2

2 1 2 1 1 2
( ) 1 ( )w

w wF w w w w
α α

α α α α α α
= − = =

+ + +
 (A.14) 

and 

 2

2 1 1 2

1(1) 1 ( )wF α
α α α α

= =
+ +

. (A.15) 
 

Note that the moments (A.5) of the pdf (A.13) do not exist for any (α1/α2) value. 
Substituting Eq. (A.11) into Eq. (4) we come to (A.15)  

 2
2

2 2 1 1 20

1( ) exp 1 expx xP X X dx α
α α α α α

∞ ⎛ ⎞⎛ ⎞ ⎛ ⎞= = − ⋅ − − ⋅ =⎜ ⎟⎜ ⎟ ⎜ ⎟ +⎝ ⎠ ⎝ ⎠⎝ ⎠
∫ . (A.16) 

For α1 = α2 = α P(X = X2) = 1/2, while for α1 =2α2 = α P(X = X2) = 1/3.  
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Appendix B  

Asymptotic Formula for the Variance of Quantile Estimators 
for Gumbel as Seasonal Distribution  

SM approach  

Taking Gumbel (Eq. 5) as a seasonal distribution, the following formula defines ap-
proximate asymptotic variance of quantile estimate got by SM approach  

{ }ˆvar ( )SM x F ≈  

       
2 22

1

ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )ˆ ˆˆ ˆvar( ) var( ) 2 cov( , )ˆ ˆ ˆ ˆi i i i
i ii i i

x F x F x F x Fβ α β α
α αβ β=

⎧ ⎫⎛ ⎞∂ ∂ ∂ ∂⎪ ⎪⎛ ⎞≈ + +⎜ ⎟⎨ ⎬⎜ ⎟⎜ ⎟ ∂ ∂∂ ∂⎝ ⎠⎪ ⎪⎝ ⎠⎩ ⎭
∑ , (B.1) 

where in the case of ML estimation (Phien 1987) 
2ˆvar( ) 0.6079 ,i i Nα α=   2ˆvar( ) 1.1087 ,i i Nβ α=   2ˆˆcov( , ) 0.2570 .i i i Nα β α=  (B.2) 

The first order partial derivatives of ˆ( )x F  with respect to the parameter estimates are 
required to obtain an expression for var { ( )}.SM x F  Since the function (7) does not 
exist in an explicit form, but the cdf (6) does, the derivatives can be obtained by the 
method of implicit partial differentiation. Let us define the function h(•) as  
 ( ) ( ) ( )1 1 2 2( ), , , 0F Fh F x F x Fφ = ⋅ − =θ θ θ θ , (B.3) 

where ( )Fx φ= θ  (see Eq. (3)). Differentiating of (B.3) with respect to θ yields  

 0.
F

h h
x

φ
θ θ

∂∂ ∂+ =
∂ ∂ ∂

 (B.4) 

Because the derivatives of h can be obtained directly from (B.3), (B.4) readily gives  

 Fx h
h x

θφ
θ θ

∂ ∂ ∂∂ ≡ = −
∂ ∂ ∂ ∂

. (B.5) 

For Gumbel as seasonal distribution, Eq. (B.3) takes the form  

 ( )
2

1

ˆ( ), exp( ) 0j j
j

h A Fφ α
=

= − − =∏θ θ  (B.6) 

where  

 1 ˆˆ ˆˆexp { ( ) }j j j jA x Fα β α− ⎡ ⎤= − −⎣ ⎦  (B.7) 

or denoting  

 ˆ ˆˆˆ ( ) { ( ) }j j jz F x F β α= − , (B.8) 

 1ˆ ˆexp ( )j j jA z Fα− ⎡ ⎤= −⎣ ⎦ . (B.7a) 
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Then  

 ( ) ( )1 2 1 1 2 2ˆ ˆexpˆ
h A A A Ax α α∂ = + − −
∂

 (B.9) 

 ( )1 1 2 2ˆ ˆexpˆ i
i

h A A Aα α
β
∂ = − − −
∂

 (B.10) 

hence 

 
2

ˆˆ( )
ˆ

i i

ii

h Ax F
h x A A

β
β

∂ ∂∂ = − =
∂ ∂ +∂

. (B.11) 

Proceeding similarly, one gets 

 ( ) ( )1 1 2 2 1 1 2 2

ˆˆ ˆ ˆ ˆ ˆˆexp ( ) expˆ ˆ
i

i i i
i i

xh A A A z F A A Aβ
α α α α

α α
−∂ = − − − = − − −

∂
 (B.12) 

hence 

 
1 2

ˆˆ ˆ( ) ( )ˆ ˆ( ) ( )ˆ ˆ
i i

i i
i i

h Ax F x Fz F z Fh x A A
α

α β
∂ ∂∂ ∂= − = =

∂ ∂ ∂ + ∂
. (B.13) 

Substituting of (B.2), (B.11) and (B.13) into Eq. (B.1) leads to:  

 { }
22

2

1 21

ˆ1ˆ ˆ ˆvar ( ) 1.1087 0.5140 ( ) 0.6079 ( )SM i i
i i

i

Ax F z F z FN A A
α

=

⎛ ⎞ ⎡ ⎤≈ + +⎜ ⎟ ⎣ ⎦+⎝ ⎠
∑ . (B.14) 

For the case of no seasonal variation, i.e., α1 = α2 = α, β1 = β2 = β and from Eq. (10),  

 ( )( ) ( ) ln lni
xz F z F Fβ
α
−= = = − − ,  

we get  

 ˆ( ) 1
ˆ 2

i

x F
β

∂ =
∂

 (B.15) 

while  

 ( )ˆ ˆ( ) ( ) 0.5 ln lnˆ 2i

x F z F F
α

∂ = = − ⋅ −
∂

 (B.16) 

and Eq. (B.14) is reduced to  

 { } ( )
2

2ˆvar ( ) 0.5544 0.2570 ( ) 0.3040 ( )SM x F z F z FN
α≈ + +  (B.17) 

or alternatively substituting into (B.17) z(F) = ln2 + y(F), where y(F) = –ln(–lnF)  

 { } ( )
2

2ˆvar ( ) 0.8786 0.6784 ( ) 0.3040 ( )SM x F y F y FN
α≈ + + . (B.17a) 
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AM approach 
Asymptotic variance of ML quantile estimators of Gumbel  

For the ML estimator of x(F) got from Gumbel distributed AM samples, i.e., 
ˆ ˆˆ ( ) ln( ln ),AMx F Fβ α′= − −  the expression for asymptotic variance takes the form  

{ }ˆvar ( )AM x F ≈  

        
2 2ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )ˆ ˆˆ ˆvar( ) var( ) 2 cov( , )ˆ ˆ ˆ ˆ

x F x F x F x Fβ α β α
α αβ β

⎛ ⎞∂ ∂ ∂ ∂⎛ ⎞′ ′≈ + +⎜ ⎟ ⎜ ⎟∂ ∂′ ′∂ ∂⎝ ⎠⎝ ⎠
. (B.18) 

Substituting into it  

 ˆ( ) ln( ln ) ( )ˆ
x F F y F
α

∂ = − − =
∂

  

 ˆ( ) 1ˆ
x F
β

∂ =
′∂

  

and Eq. (B.2), we get for the AM approach  

 ( ) ( )
2

2ˆvar 1.1087 0.5140 ( ) 0.6079 ( )AM
Fx y F y FN

α= + ⋅ + ⋅ . (B.19) 

Appendix C  

Asymptotic Formula for the Bias of Quantile Estimators 
for Gumbel as Seasonal Distribution  

SM approach  

Taking Gumbel as seasonal distribution the following formula defines approximate 
asymptotic bias of quantile estimate  

{ }
2

1

ˆ ˆ( ) ( )ˆ ˆˆ( ) ( ) ( )ˆ ˆ
SM

i i
ii i

x F x FB x F B Bβ α
αβ=

⎧∂ ∂⎪≈ + +⎨ ∂∂⎪⎩
∑  

 
2 2 2

22 2 2

ˆ ˆ ˆ( ) ( ) ( )1 1ˆ ˆˆ ˆvar( ) var( ) cov( , )ˆ ˆ2 2 ˆ ˆi i i i
ii i i

x F x F x Fβ α α β
αβ α β

⎫∂ ∂ ∂ ⎪+ + + ⎬∂∂ ∂ ∂ ⎪⎭
 (C.1) 

where, in the case of ML estimation (Hosking 1985)  

 ˆ ˆ ˆ ˆ( ) 0.370 , ( ) 0.772 ,i i i iB N B Nβ α α α≈ ≈ −  (C.2) 
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while ˆvar( ),iα  ˆvar( )iβ  and ˆˆcov( , )i iα β  are given by Eq. (B.2). First and second order 
partial derivatives of ˆ( )x F  with respect to the parameter estimates are needed to ob-
tain an expression for bias of ˆ( )x F  (Eq. (C.1)). Differentiating the first order partial 
derivatives (Eqs. (B.11) and (B.13)) with respect to parameter estimates ˆiα  and ˆ

iβ  
one gets (Buishand and Demaré 1990):  

 
2

2
1 1 2 2

2
1 2

ˆ ˆˆ ˆ ˆ( ) ( ) ( )2 1
ˆ ˆ ˆ ˆ ˆi ii i i

A Ax F x F x F
A A
α α

α αβ β β

⎛ ⎞+∂ ∂ ∂⎛ ⎞= − +⎜ ⎟⎜ ⎟⎜ ⎟+∂ ∂ ∂⎝ ⎠⎝ ⎠
, (C.3) 

 
2 2

2

ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ˆˆ ( ) 1ˆ ˆ ˆˆ ˆ i i
i i ii i

x F x F x F x Fz F α
β β ββ α

⎧ ⎫∂ ∂ ∂ ∂⎪ ⎪= + −⎨ ⎬
∂ ∂ ∂∂ ∂ ⎪ ⎪⎩ ⎭

, (C.4) 

 
2 2

2

ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ˆˆ ( ) 1ˆ ˆ ˆˆ ˆi i
ii i i i

x F x F x F x Fz F ααα β α β

⎧ ⎫∂ ∂ ∂ ∂⎪ ⎪= + −⎨ ⎬∂∂ ∂ ∂ ∂⎪ ⎪⎩ ⎭
. (C.5) 

In the situation of no seasonal variation:  

 
2

2

ˆ( ) 1
ˆ 4

i

x F
αβ

∂ =
∂

,      
2 ˆ( ) ( ) 1
ˆ 4ˆi i

x F z F
αβ α

∂ −=
∂ ∂

,       
2

2

ˆ( ) ( )[ ( ) 2]
4ˆi

x F z F z F
αα

∂ −=
∂

, (C.6) 

where z(F) = ln2 + y(F), while y(F) = –ln(–lnF). The expression for the bias of ˆ( )x F  
then becomes  

 { } ( )2ˆ( ) 0.519 0.948 ( ) 0.152 ( )SMB x F z F z FN
α= − ⋅ + ⋅ , (C.7) 

or expressing z(F) by y(F)  

 { } ( )2ˆ( ) 0.0726 0.7373 ( ) 0.152 ( )SMB x F y F y FN
α= − ⋅ + ⋅ . (C.7a) 

AM approach 
Asymptotic bias of ML quantile estimators of Gumbel  

For the ML estimator of x(F) got from AM samples, i.e., ˆ ˆˆ ( ) ln( ln ),AMx F Fβ α′= − −  
the expression for asymptotic bias takes the form  

 { } ˆ ˆ( ) ( )ˆ ˆˆ( ) ( ) ( )ˆ ˆ
AM x F x FB x F B Bβ α

αβ
∂ ∂′= +

∂′∂
. (C.8) 

Substituting into it (C.2) and the derivatives of ˆ ( )AMx F  in respect to parameter esti-

mates β̂ ′  and ˆ ,α′  one gets  

 { } ( )ˆ( ) 0.370 0.772 ( )AMB x F y FN
α= − ⋅ . (C.9) 
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Abstract  

The development of computational techniques increases the number of 
easy-to-use software designed for creating mathematical models, including the 
free CCHE2D software. This encouraged the authors to produce a computer 
model of a river section influenced by a projected channel outlet conducting wa-
ter from a small reservoir. A few discharge configurations were tested to verify 
the potential of the inflowing stream and the jets created in the Nida River. Ve-
locity distribution of water flowing into the Nida River during annual average 
flow conditions was measured. 

1. Introduction 

The paper evaluates flow disturbance below the flood channel outlet in the Nida River. 
At the moment, the river flows in a regulated, artificial channel. One of the cut-off 
meander loops in Pińczów has been transformed into an artificial lake. The existing 
outlet capacity is too low, which results in an improper flow regime in the reservoir. 
Proposed additional pipe projected at the shortest distance to the Nida River would 
increase water exchange in the reservoir. This will improve water quality, which is an 
important factor for local habitats including rare species of molluscs and for local 
people as long as the reservoir is used for recreation purposes. Flow disturbance model 
after the introduction of an additional duct was developed with the help of the 
CCHE2D software. 

2. The goal of the study and methodology 

Unlike the existing outlet from the reservoir which conducts water to the cut-off 
meander loop and mostly supplies the wetlands, the additional outlet would channel 
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water directly to the river. The presented calculations were conducted in order to esti-
mate the Nida River hydraulic balance and bed stability after the creation of a short-
ened outlet from the reservoir. For that purpose, the river flow disturbance as well as 
the velocity and distribution of the stream in the Nida River channel were modeled. 
Calculations were performed with the help of the CCHE2D software. The modeled 
flow distance was 450 meters. 

3. The study object 

The Nida River 

The Nida River in the Pińczów cross-section flows in its lower run, which starts from 
the Mierzawa River outlet (Fig. 1). The basin area in the cross-section of Pinczów 
equals 3358 km2. Characteristic discharge parameters are as follows: Q1% = 450 m3 s−1 
and Q50% = 150 m3 s−1. The discharges in the river channel were as presented below: 
summer average flow of 8 m3 s−1, bank flow of 40 m3 s−1, and spring flood flow of  
70 m3 s−1. The width of the trapezoidal channel is 40 m. In the summer, average water 
depth is 0.5 meters, while water velocity equals 0.5 m s−1. Flow capacity measured  
in spring and summer 2007 varied from 6 to 9 m3 s−1. The measured average bottom 
sand diameter is 0.6 mm and the slope of the river bottom equals 0.61‰ (Bartnik et al. 
2004).  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Location of the study area. 

Bed forms created on sand shoals can be also found in the river. In the cross-
section there are often deep zones and shallow waters (Fig. 2). In the modeled section 
of the Nida River, the shallow water zone has been stabilized near convex banks. 

According to Hjulström’s results (Wołoszyn et al. 1974), sedimentation process-
es appear in this section for velocities lower than 0.05 m s−1. For velocities up to 
0.2 m s−1, balanced transportation can be found, and after this speed is exceeded, bed 
erosion processes appear. Critical drag stresses for sand fraction between 0.4 and  
1 mm vary from 2.45 to 2.95 N m−2 Wołoszyn et al. 1974. The Ashley measurement 
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results (Radecki-Pawlik 2006) define the maximum flow velocity for stable bed, when 
bed forms are created in the Nida River; it is defined in the range from 1.1 to 1.3 m s−1 
(Fig. 3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The reservoir and the Nida River with visible bedforms (photo: Aeroklub Pińczowski). 
A – proposed channel, B – existing channel. 
 

Fig. 3. River bed forms formation conditions depending on the mean flow velocity after Ashley 
(Radecki-Pawlik 2006). 
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The reservoir 

The reservoir area equals 10 ha and its maximum depth exceeds 1.5 m. Water outflow 
system conductivity reaches 170 l s-1 for the normal water level, which is too low since 
as a result water is stored in the reservoir for 8 days instead of the required 4-5 days 
(Strużyński 2007a). As far as the costs of the restoration are concerned, the goal can 
be achieved after building an additional channel which would increase normal flow 
through the reservoir as well as increase the safety of surrounding areas during floods. 
Flow discharge in this balancing duct will reach from 150 l s−1 to 450 l s−1 during nor-
mal water level and 750 l s-1 during flood (Strużyński 2007b). The slope of the channel 
would be 4‰.  

4. Modeling methodology 

Finite element method 

The CCHE is an analysis system for two-dimensional, unsteady, turbulent river flow, 
sediment transport, and water quality evaluation (Zhang 2006).  
The continuity equation: 

 
( ) ( ) 0.Z hu hv

t x y
∂ ∂ ∂

+ + =
∂ ∂ ∂

 (1) 

The momentum equations: 

 
( )( )1 ,xyxx bx

Cor

hhu u u Zu v g f v
t x y x h x y h

ττ τ
ρ

∂⎡ ⎤∂∂ ∂ ∂ ∂
+ + = − + + − +⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎣ ⎦

 (2) 

 
( ) ( )1 ,yx yy by

Cor

h hv v v Zu v g f u
t x y y h x y h

τ τ τ
ρ

∂ ∂⎡ ⎤∂ ∂ ∂ ∂
+ + = − + + − +⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎣ ⎦

 (3) 

where u and v are the depth-integrated velocity components in the x and y directions, 
respectively; g is the gravitational acceleration; Z is the water surface elevation; ρ is 
water density; h is the local water depth; fCor is the Coriolis parameter; τxx, τxy, τyx and  
τyy are the depth integrated Reynolds stresses; and τbx and τby are shear stresses on the 
bed surface.  

In the equations presented above, the Reynolds stresses have approximate values 
based on Boussinesq’s assumption: 

 2 ,xx t
uv
x

τ ∂
=

∂
  

 ,xy yx t
u vv
y x

τ τ
⎛ ⎞∂ ∂

= = +⎜ ⎟∂ ∂⎝ ⎠
 (4) 
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 2 .yy t
vv
y

τ ∂
=

∂
  

The CCHE2D model adopts two zero-equation eddy viscosity models. The first 
one is the depth-integrated parabolic model, in which the eddy viscosity vt is calcu-
lated by the following formula: 

 * ,
6
xy

t

A
v U hκ=  (5) 

where Axy is an adjustable coefficient of eddy viscosity, K is the von Karman constant, 
and U* is the shear velocity. 

The second eddy viscosity model is the depth-integrated mixing length model, 

 
2 2 2 2

2 2 2 ,t
u v u v Uv l
x x x x z

⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂ ∂
= + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠

  

 
1

0

1 1 1 ~ 0.267 ,zl z dz h d h
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κ κ λ λ λ κ⎛ ⎞= − = − ≈⎜ ⎟
⎝ ⎠∫ ∫  (6) 

 ,m
U UC
z hκ

∗∂
=

∂
  

where Cm is the coefficient with a value of 2.34375 so that the equation of depth-
integrated parabolic model will cover the equation of depth-integrated mixing length 
in the case of a uniform flow in which all the horizontal velocity gradients vanish.  

5. Generating the mesh and running the model 

The mesh was generated with the help of the CCHE2D Mesh Generator on the basis 
of bathymetry measurements conducted in June 2007 and the satellite image taken in 
2004 (Strużyński 2007b, Bartnik et al. 2004). The main parameters of the mesh are 
presented in Table 1. 

The bed elevation model, mesh at the outlet, and the outlet boundary condition 
were defined through the rating curve (Fig. 4). 

In CCHE2D there are three turbulence models available: the parabolic eddy vis-
cosity model, the mixing length model and the k-e model (Zhang 2006). In the runs 
performed the mixing length model was used with Method 1 of time iteration. During 
stabilization of the modeled flow, Method 2 was used. There is no strict description of 
how many iterations per one step are performed. Within Method 1, a ‘small’ number 
of iterations per time step is done, and while Method 2 is chosen the solver CCHE2D 
performs a ‘bigger’ number of iterations.  

The 3-meter long mouth of this duct was modeled as a steep (3.7%) spillway. 
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Table 1 

Parameters of the generated mesh and performed modeling 

Model parameters 

River section length [m] 450 

Channel length [m] 100 

River/channel width [m] 45/2 

Max. river depth [m] 1.5 

Average mesh density [m] 1 

No. of cells 17760 

No. of inlets/outlets 2/1 

No. of steps per run 3600 

Time step [s] 0.1–1 
 

The Manning roughness coefficient in riverbed was defined as 0.025. The 
CCHE2D software cannot simulate flows in pipes, so a transformation to the flow 
with similar condition in a concrete channel was made. Roughness value of 0.0175 
was chosen for the trapezoidal channel to reflect flow depth and velocity in the substi-
tuted pipe.  

This paper presents preliminary results of modeling. Water flow calculations 
were conducted including, e.g., velocity, shear stresses and the Froude number. The 
modeled flow in the system was initially developed for low flow conditions (Q = 8  
m3 s−1) with very low discharge in the channel (Q = 0.01 m3 s−1). The stabilization time 
was 16 minutes. Every case was developed after 7200 steps. The model was stable for 
about 1 hour of simulation for all performed cases with the exception of case 4 (see 
Table 2) in which outflow velocity from the channel was continuously increasing until 
it reached the speed of over 2.5 m s−1 in the 10-meter radius surrounding the channel 
mouth. In this case, the Chezy formula was used to choose the best modeling step. 

6. Results and discussion 

Velocity measurements and modeling 

The presented plot of iso-velocity lines (Fig. 5) is created for yearly average flow con-
ditions (Q = 8 m3 s−1). The presented velocity distribution was measured in situ in the 
cross-section localized 100 meters upstream from the outlet of the proposed channel. 
Bed geometry and velocities reflect hydrodynamic conditions shown on Figs. 2 and 3. 
Bed elevation of the model created in CCHE2D was more generalized when compared 
to the investigated cross-section. However, velocity distribution gathered from the 
model reflects the in situ measurements. In sections localized downstream to the 
channel outlet, the influence of the flowing stream predictably moderates the main 
discharge.  
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Fig. 4. The mesh and D.E.M. generated 
with the Mesh Generator for the model 
of the Nida River section with the 
channel outlet from the reservoir. Top 
diagram rating curve defined at the 
outlet of the model. 

 
 

 

Fig. 5. Measured velocity points and isotachs plotted in the Nida River cross-section in Piń-
czów. 
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The jet stream created by the current from the channel divides the main flow into 
three zones. The jet itself creates a ‘tail’, the shadow zone near the left bank, and the 
narrowed cross-section with condensed flow (Fig. 6).  
 
(a) Qch = 0.15 m3 s−1 – case 1, 
 
 
 
 
 
 
 
 
 
 
 
 
(b) Qch = 0.45 m3 s−1 – case 2 
     (see Table 2). 
 
 
 
 
 
 
 
 
 
Fig. 6. Main stream moderation by the outflow of water from the side channel during flow  
Q = 8 m3 s−1. 

Interpretation of CCHE2D results 

The border of the shadow zone was defined as a zone of relatively high velocity gra-
dient appearing between the inner region (shadow zone) and the tail. The main para-
meters of the tail and shadow zone in the model were measured for the performed 
runs. As long as the localization of the channel outlet can disturb the main flow, the 
maximum velocity and shear stress values were searched in the model for separate 
cases. The main results of 5 cases of modeling have been gathered in Table 2. In the 
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channel, first four models were run under free flow water conditions and in the last 
case a backwater flow from the river was simulated.  

As shown in Table 2, the length of shadow zone increases proportionally to the 
river flow and the width grows with the increase of discharge in the channel. While 
the backwater appears in the channel, the velocity of outflowing water decreases, 
which reduces the influence of the channel on the main stream during flood flow. Un-
der the flow parameters combined in case 4, the shadow zone reaches the highest 
range and the shear stresses exceed 16 N m−2. In spite of the biggest stresses found in 
the river in case 5 (9.5 N m−2), the most intensive influence of the perpendicular chan-
nel on the Nida River flow can appear when the water from the channel freely flows 
through the mount.  

Table 2 

The results gathered from CCHE2D modeling and the Chezy equation 

Discharge Q m3 s−1 
river/channel 

Case 1 
8/0.15 

 

Case 2 
8/0.45 

 

Case 3 
8/0.75 

 

Case 4 
40/0.75 

 

Case 5 
70/0.75 

*** 

Average river flow depth in the 
upstream sections [m]* 0.34 0.34 0.34 0.9 1.26 

Stream average velocity in the 
river/channel [m s−1]* 0.53/0.64 0.53/1.10 0.53/1.32 1.00/1.32 1.24/1.32 

Maximum stream velocity in the 
tail formed downstream the 
channel outlet [m s−1]** 

0.54 0.6 1.15 1.6 0.3 

Maximum value of shear stresses 
in the river upstream/in the tail 
[N m−2]** 

3.6/2.0 3.6/3.7 3.6/10 5.5 / 16 9.5/0.2 

The width/length of the shadow 
zone [m]** 5/12 6/16.5 8.5/25 8/86 3.5/23 

 

*by using the Chezy equation, **data from the CCHE2D, ***backwater flow conditions in the 
channel. 

These conditions (cases 1-4) are more reasonable for the gravitationally drained 
reservoir but can intensify bed erosion processes in the riverbed as long as the critical 
dragging forces, which equal 2.7 N m−2 for the moderate-size sand fractions covering 
bottom, are exceeded.  

Following Wołoszyn (1974), for cases 1 to 3, permissible average velocity equals 
0.42 m s−1; for the case 4 flow, velocity can reach 0.49 m s−1, and in case 5 it can reach 
0.52 m s−1. It can be stated after Hjulstrom (Wołoszyn et al. 1974) that erosion 
processes would appear in all cases; however, the results of more extensive Ashley 
measurement results (Radecki-Pawlik 2006) indicate that for cases 1 and 2 dunes or 
ripples would appear; for case 3, dunes or flat bed; and only in cases 4 and 5, massive 
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transportation and flat bed would appear. The range of velocities found in Fig. 3 (1.1 
to 1.3 m s−1) indicates that conditions of flat bed formation can start exceeding the 
shear stresses in the range from 6 to 7.8 N m−2. Destroyed balance of bed load trans-
portation leads to erosion processes and is potentially dangerous for bed stability, es-
pecially in the zones of rapid flow tail created by channel activity. Massive transporta-
tion disturbs hydro-morphological balance during almost every spring flood in the 
sections of the Nida River near Pińczów in the vicinity of a local airfield and below 
the bridge on the national road (Bartnik et al. 2004). There is a concept of river renatu-
ration, which would improve bed stability and decrease flood hazard. As long as the 
river is regulated, flood protection of areas localized in the neighborhood of the reser-
voir will not be effectively performed. The tail simulated in case 4 does not reach the 
pillars of the road bridge localized 120 meters below the channel mouth.  

7. Conclusions 

The results of the modeling performed in cases 1 and 2 confirmed the possibility of 
using the proposed conduct during low flow conditions in the river and the reservoir. 
The results calculated in case 3 indicate that flow from the channel would overcome 
parameters of bed stability. The income of 0.75 m3 s−1 from reservoir would cause 
local bed degradation processes in the Nida River even in low flow conditions. This 
means that in the regulated river, massive transportation of bed material takes place if 
the flow is higher than annual average. As shown in case 4, the conduct should not be 
used in high flow conditions appearing in the river. In case 5, we have to deal with 
backwater in the conduct. The drown outlet will increase flow resistance in the pipe 
(in the CCHE2D modeled as a channel). Additionally, the difference of water levels in 
the reservoir and in the river will decrease, which will affect the discharge in the pipe. 
These two processes would decrease the risk of using the conduct in flood conditions 
in the Nida River. 

The results of case 4 are the most unfavorable. Due to the appearance of free 
flow conditions in the pipe (checked with the use of the Darcy-Weisbach equation), 
flood flushing and water refreshing operations necessary for improving the good state 
of the reservoir would not be possible or should be carried out with special care. From 
another point of view, this additional outlet is to be localized on the convex bank, 
where the bar is located, so it would be possible to perform short-term outflows of the 
required Q = 0.75 m3 s−1, whose influence would be easily supplemented within the 
natural processes of aggradation of bed material. This can be described in detail after 
simulating bed movement in the model, which can be done with CCHE2D. 

The results of the CCHE2D model with the created mesh are reasonable for all 
the examined cases. The stability of the modeled flow in the Nida River and the chan-
nel conducting water from the reservoir was high. In case 4, however, proper results 
had to be searched in the history file. The decision was made on the basis of the Chezy 
formula calculations. The problem of model instability was not solved in the con-
ducted modeling session. The results taken from the created mesh should be verified 
on a new mesh of higher density close to the outlet of the channel. 
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Abstract  

Three different types of models were applied to compare an impact of 
floodplain treatment in 1D modelling on compound channels discharge capacity 
and retention volume of vegetated floodplains. The tested models are based on 
1D St Venant equations with the Darcy-Weisbach friction law. A traditional way 
in which floodplains in 1D modelling are considered storage areas was compared 
to a model with conveyance of vegetated floodplain and a model with lateral 
shear stress between the channel and floodplain section, proposed in the Pasche 
approach. The models were applied to a steady flow in a 50 km long double tra-
pezoidal channel, and differences in rating curves, retention volume of vegetated 
floodplains, and discharge distribution in a cross-section, were found between 
the models. 

1. Introduction 

Designing of compound channels, as well as projects of environmental flood man-
agement require in many cases estimating discharge capacities of compound channels 
and retention volume of vegetated floodplains. One dimensional hydrodynamic mod-
els are widely applied for solving these problems. This type of models is based on the 
assumptions of 1D flow, with the most relevant believing that the water level and dis-
charge vary only in the longitudinal direction. Flow processes in channels with local 
flood berm vegetation between the main channel and floodplains are very complex. 

When water overflowing the main channel and overbank flow occurs, processes, 
such as interaction between the main channel and floodplain flows, significant varia-
tion of resistance parameters with depth and flow regimes, distribution of boundary 
shear stresses and effects of vegetation on retarding flow (Knight 2001), will be consi-
dered. A traditional way to deal with floodplains in 1D modelling is considering floop-
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lains retention areas with zero longitudinal velocities. In a one-dimensional model, 
floodplains geometry is accounted for in only one of Saint Venant’s equations – a 
continuity equation, and the momentum equation reduces that to hydraulic parameters 
within the main channel geometry (Cunge et al. 1980). In another simplified approach 
widely used in solving river flow, cross-section conveyance is solved as the sum of 
conveyance of the main channel and left and right floodplain, and water level calcu-
lated for the cross-section is considered constant across the cross-section. A zero shear 
stress assumption is made for a vertical division between a channel and floodplain 
section. Although these methods are attractive in their simplicity, they ignore second-
ary effects due to the interaction between high velocities in the main channel and low 
velocities on the floodplain, and in consequence, overestimation of discharge capacity 
(Ackers 1993). Presently one-dimensional methods for water level calculation have 
been developed which take into account a lateral shear stress between the main chan-
nel and vegetated floodplain (e.g., Pasche 1984, Nuding 1998) and are capable of con-
sidering a momentum transfer between the main channel and the floodplain.  

2. Developed models 

Three different types of models were applied to compare an impact of floodplain 
treatment in 1D modelling on compound channels discharge capacity and retention 
volume of vegetated floodplains. Water levels, discharge distribution between the 
main channel and floodplain, as well as retention volume were compared for the fol-
lowing models: 

− model DW_FA_P: Vegetated floodplain and St Venant equations with the 
Pasche’s method for description of a momentum transfer between the main 
channel and floodplain (Swiatek 2007), 

− model DW_FA: Vegetated floodplain and St Venant equations with a zero 
lateral shear stress between the channel and a floodplain section, 

− model DW_FIN: St Venant equations with floodplains as storage areas. 
Both models, DW_FA_P and DW_FA, enable accounting for flow resistance resulting 
from vegetation covering a compound channel with floodplain in unsteady flow calcu-
lations. Moreover, the DW_FA_P allows to consider a momentum exchange between 
the main channel and floodplains, proposed in the Pasche approach (Pasche 1984). In 
the DW_FIN model it is only possible to take into account flow resistance caused by 
the main channel vegetation. The floodplain is considered only a storage area with 
zero velocities, and thus will not contribute to the overall momentum flux in a cross 
section.  

A basis for calculations in the three models is the friction law of Darcy-Weisbach 
and the conveyance factor K, expressed as 

 
1/28 ,gRK A

λ
⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (1) 

where: A = cross area of flow; g = gravitational acceleration; R = hydraulic radius;  
λ = friction factor. 
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Flow resistance in parts of channel sections overgrown with vegetation depends 

on both vegetation and bed roughness and is calculated as a sum of channel bed λs and 
submerged vegetation λv friction factors (Indlekofer 1981). Friction factors for high 
vegetation λv were the aim of investigations by Kaiser (1984), Lindner (1982) and 
Pasche (1984), and are computed according to the concept issued by these authors. 
The lateral shear stress between the main channel and vegetated floodplain is taken 
into account in the model DW_FA_P. In this model, a compound river cross section is 
divided into sections with vertical imaginary walls between the main channel and 
neighbouring floodplains. The heights of these boundaries are taken into consideration 
in calculations of the wetted perimeter of the main channel, and separate Darcy-
Weisbach friction factors are estimated for these imaginary walls. According to 
Pasche (1984), a friction factor of the boundary depends mainly on relationships of a 
plant diameter and distances between individual plants, and the contributing width of 
the floodplain that has influence on the interaction process. This process decreases the 
discharge in the main channel and increases the discharge on the floodplain. 

The total conveyance (Eq. 1) for a compound cross section in models DW_FA_P 
and DW_FA is obtained by summing the subdivision conveyances of the channel and 
floodplains. The total conveyance K is introduced to the St Vetnant equations.  

3. Results 

In order to compare a compound channel discharge capacity and retention volume  
of vegetated floodplains, three models were applied to a steady flow in a double trape-
zoidal channel. The channel length was L = 50 km and bottom slope J = 0.0005. A 
compound river cross-section was stable and its geometry and growth of vegetation as 
presented in Fig. 1. The left floodplain was 60 m wide and covered with shrubs of  
dp = 1.0 m of diameter and an average distance between individual shrubs of  
ax = ay = 2.5 m. A part of the left channel slopes was covered with low vegetation of 
roughness ks = 0.5 m. The bottom of the main channel was covered with small and 
medium-grain sand of roughness ks = 0.05 m. The right channel slopes were covered 
with low vegetation of roughness ks = 0.09 m. The right floodplain was 60 m wide and 
planted with shrubs and trees of an average diameter of dp = 0.04 m, and average spac-
ing ax = ay = 0.3 m. The floodplains roughness was 0.10 m.  
 

 

Fig. 1. A sketch of a compound cross-section. 
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A numerical mesh with a constant space step Δx = 1000 m and 51 nodes was 
used. Simulations for a steady flow were performed for different values of discharge 
ranging from 2 m3/s to 35 m3/s, and then rating curves were elaborated for the tested 
models (Fig. 2).  
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Fig. 2. Rating curves for tested models. 

In model DW_FIN, water level at discharge of 35 m3/s was about 0.57 m and  
0.36 m higher than in models DW_FA and DW_FA_P (Fig. 2). It is so because in 
model DW_FIN only the main channel transports all the water in the longitudinal di-
rection. The lateral shear stress assumed in model DW_FA_P causes the water level to 
be 0.21 m higher than in model DW_FA. The differences in water levels vary from 
0.06 m at discharge of 10 m3/s to 0.21 m at 35 m3/s. The water depth on floodplains 
varies from 0.24 m to 1.64 m for the studied range of discharges (model DW_FA_P). 
The ratio of differences in water levels in models DW_FA_P and DW_FA as referred 
to water depths on floodplains shows that for low water levels on floodplains, the  
lateral stress played a significant role. In Fig. 3, retention volume of floodplains is 
shown for the tested models. In model DW_FIN, the maximum retention volume is 
about 19% higher than in model DW_FA_P, and 31% higher than in model DW_FA 
(Table 1).  

Table 1 
Percentage variability of retention volume of floodplains 

in models DW_FA_P and DW_FA in relation to model DW_FIN 

Q 
[m3/s] 

VDW_FA_P /VDW_FIN 

% 
VDW_FA /VDW_FIN 

% 
10 72 25. 
15 92 64 
20 74 65 
25 77 66 
30 79 68 
35 81 69 
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Fig. 3. Retention volume of floodplains calculated in tested models. 

Models DW_FA_P and DW_FA allow to take into account longitudinal veloci-
ties on floodplains. Calculated discharges for the main river channel and left and right 
floodplains are shown in Figs. 4-6. At the total discharge of 35 m3/s, in model 
DW_FA_P over 31% of this value, was transported on the floodplains and in model 
DW_FA – about 26% (Table 2). Highest differences (Table 2) are at low water levels 
on floodplains. This is due to the fact that the impact of resistance of the vegetated 
floodplain is lower than that of the lateral shear stress.  
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Fig. 4. Discharges Qlf in the left floodplain calculated in models DW_FA_P and DW_FA. 

4. Conclusions 

A traditional model in which floodplains are considered to be the only storage areas 
significantly overestimates a discharge capacity in relation to a model with conveyance 
of vegetated floodplain, and  model  with  lateral  shear  stress  between  the channel and  
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Fig. 5. Discharges QCH in the main chanel calculated in models DW_FA_P and DW_FA. 
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Table 2 

Percentages of discharge on the floodplains and in the main channel 
in models DW_FA_P (Q_P) and DW_FA (Q_F) 

Q 
[m3/s] 

Q_PCH /QTOT 

% 
Q_PLRF /QTOT 

% 
Q_FCH /QTOT 

% 
Q_FLRF /QTOT 

% 
10 92 8 98 02 
15 79 21 86 14 
20 78 22 81 19 
25 74 26 77 23 
30 71 29 75 25 
35 69 31 74 26 
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the floodplain. Percentage differences in water depth for a studied example in which 
floodplain is covered with shrubs and trees achieve 40% and 22%, respectively, at 
high water levels on floodplains. In the model with vegetated floodplain conveyance 
and lateral shear stress between the channel and floodplain, the water depth on flood-
plains is about 15% higher than in the model in which only vegetated floodplain con-
veyance is considered. The differences in water levels and discharge distribution in the 
floodplains in these two models depend on, which factor, the lateral stress or the ef-
fects of vegetal resistance of high plants, played a more significant role. 

Contrary to the traditional approach where floodplains are considered storage 
areas, models with floodplain conveyance compute velocities, discharges, and friction 
factors for each specified part according to the type of vegetation in floodplains and 
the main channel. They may be used to estimate a new water surface level for renatu-
ralized rivers, especially for flood conditions, as well as, to ensure suitable conditions 
for habitat diversity in projects of environmental flood management. They are an ap-
propriate tool to estimate floodplain vegetation influence on flow conditions.  
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Abstract  

The paper concerns mathematical modelling of rapid flooding flow in urban 
(built-up) area. The two dimensional Saint Venant equations are assumed as the 
model of free surface water flow. The model equations are solved using finite 
volume method. The mass and momentum fluxes are computed applying the Roe 
scheme of Godunov problem solution. The built-up area is exactly represented in 
city inundations simulation. Each separate building is excluded from the compu-
tational domain. The numerical mesh is generated in flow area between buildings 
only. An influence of the type of boundary conditions imposed on buildings 
walls on simulation results is investigated in the paper. The results of numerical 
computations are examined against laboratory measurements. The laboratory ex-
periment carried out in hydraulic laboratory of the Gdańsk University of Tech-
nology is presented in the article. 

1. Introduction 

The problem of urban flood simulation has recently become one of the most important 
research subjects of modern hydrology. The mathematical modelling of rapid inunda-
tion in urban areas is the main tool for assessment of risk in the city exposed to flash 
flooding. Numerical simulations of floods are performed to predict and analyze the 
parameters of catastrophic flows. Then, the predicted flow parameters (water depth 
and velocity) can be used to estimate and mitigate the flood influence on city infra-
structure (Kelman and Spence 2004) and to increase citizens security (Jonkman et al. 
2002). When estimating the urban flood parameters, the mathematical model of wave 
propagation and the digital terrain model of flood area are needed. The former is con-
sidered in the paper only. The shallow water equations (Tan 1992) are chosen to 
represent the free surface water flow in built-up flood plain. 
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There are several techniques that can be applied for buildings representation in 

two dimensional shallow water flow modelling. The choice depends on dimensions of 
flow area and buildings. If the distances between buildings are close to the lengths of 
buildings walls, the buildings can be simply excluded from numerical mesh. In such 
case, the buildings walls make the closed boundaries of the computational domain and 
the mesh is generated in the area outside the buildings. However, if the spaces be-
tween buildings are significantly smaller than dimensions of flow, area the proper 
mesh generation is often impossible due to high disproportion of mesh elements size 
inside and outside the built-up area. Therefore, the explicit exclusion of the buildings 
from the numerical mesh can be impossible in this case, and the buildings have to be 
embedded into simulation as the sub-grid effect, using the urban porosity technique 
for example (Soares-Frazao et al. 2008). The buildings exclusion method is applied in 
the example presented in this paper. 

The buildings representation with the technique of exclusion of the areas covered 
by buildings, needs to define the boundary conditions on the solid buildings walls. 
Two types of closed boundary conditions can be imposed on the wall in the simulation 
– no-slip boundary (velocity vector equal to zero) and free-slip boundary (only normal 
to the wall direction component of velocity reduced to zero). In the second case, the 
tangential component can be different from zero. However, its derivative in the direc-
tion normal to the wall equals zero. The influence of the boundary condition type on 
numerical results of rapid urban flood computation is investigated in the paper. The 
computations obtained using both boundary condition types are compared to laborato-
ry measurements of water depth in model built-up area. 

2. Shallow water flow model and solution method 

The mathematical model used in the study to simulate urban rapid flooding is a sys-
tem of shallow water equations. It can be derived from the Navier−Stokes equations 
assuming hydrostatic pressure and uniform velocity distribution along water depth. 
The model can be presented in conservative form as (Abbott 1979): 

 0
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∂ ∂ ∂
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In the system of Eqs. (1) and (2), t = time; (x, y) = horizontal coordinates; (u, v) = 
depth-averaged velocities in x and y directions; h = local depth; Sox , Soy = bed slopes in 
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x and y directions; Sfx , Sfy = bottom friction terms in x and y directions defined by 
Manning formula; g = gravity. Equation (1) can be presented in another vector form as 
(LeVeque 2002): 

 0,
t

∂
+∇ + =

∂
U F S  (3) 

where vector F is defined as Fn = Enx + Gny and n = (nx, ny)T is an unit vector. 
In order to solve the mathematical model of free surface water flow (Eq. 3) a 

numerical method of partial difference equations integration has to be implemented. 
To integrate the model in space, one of the grid methods known as finite volume me-
thod (LeVeque 2002) is applied. This method requires to calculate the fluxes of mass 
and momentum through the computational cells (volumes) interfaces. It is ensured 
applying the Roe scheme (1981) of Godunov problem solution. Detailed description of 
the method is available in the literature (Toro 1997); therefore, it is not presented in 
this paper. The solution of Eq. (3) must be completed with time integration scheme. 
The two-step explicit scheme of finite difference method is used in solution algorithm. 
The computational code for numerical simulation of the rapid floods was prepared at 
Hydroengineering Department of Gdańsk University of Technology (Szydłowski 2003) 
and it has been tested for the flow in urban area problems (Szydłowski 2007). 

The model is used here to investigate the influence of the type of boundary con-
ditions imposed on the solid buildings walls on the quality of the numerical simulation 
results. Two types of closed boundary conditions can be implemented in solution of 
water flow problem – no-slip boundary condition or free-slip boundary condition. 
Both of them require the normal component of the velocity vector Vn to be equal to 
zero. If the no-slip boundary condition is imposed, the second velocity component Vs 
(tangential to the boundary) is also equal to zero. This condition is consistent with the 
idea of boundary layer, where the flow velocity is reduced to the velocity of the boun-
dary. This type of condition is usually used in computational fluid dynamics for Navi-
er−Stokes equations solution. For the solution of shallow water equations the free-slip 
condition is most widely imposed. There is no restriction for the tangential velocity 
component Vs to be zero in this approach. Only Vs derivative in normal direction to 
the boundary should be equal to zero. The schematic representation of both types of 
boundary conditions on the building wall is presented in Fig. 1. 
 

n

s

building solid wall - closed boundary
V  = 0n

no-slip boundary 
V  = 0s

free-slip boundary 
       dV /dn =  0s

V

 
Fig. 1. Types of boundary condition on building wall. 
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3. Laboratory and numerical experiments 

The experiments on urban rapid flooding were carried out in the hydraulic laboratory 
of Gdańsk University of Technology (Szydłowski 2007). For laboratory measure-
ments, the hydraulic test stand was built (Fig. 2). It is composed of the reservoir  
(3.0 m long, 3.5 m wide) and the horizontal flat plate (3.75 m long, 3.0 m wide). The 
plate is separated from the reservoir with the wall (0.12 m wide). Three other bounda-
ries of the plate are open. The 0.5 m wide rectangular breach in the wall can be closed 
and suddenly open. The gate opening process is automatic. During test experiments, 
the Manning friction coefficient of the plate and reservoir bottom was estimated as 
n = 0.018 m−1/3s. Then, it was used for numerical simulation of flow on the plate sur-
face.  

The depth variation can be measured at the control points A1-A8 (Fig. 3). In or-
der to simulate rapid flood in built-up, area the models of buildings are installed on the 
plate. 
 

 

Fig. 2. General view of hydraulic test stand (left) and built-up area test case configuration 
(right). 

 

 
Fig. 3. Model city configuration, gauging points location (left) and part of numerical mesh 
(right). 
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Few configurations of building layout have been investigated during research. 

The unsteady water flow phenomenon known as the dam-break problem was simu-
lated in the laboratory and calculated using the shallow water flow model with free-
slip boundary condition imposed on buildings walls. It was observed (Szydłowski 
2007), that, in general, computed water depth inside the built-up area is underesti-
mated in relation to the measurements. It seems that this can be a result of insufficient 
urban area friction representation. In the shallow water model, only the bottom friction 
is incorporated and buildings walls friction is neglected. Considering the rapid flow 
between buildings it is clear that the influence of walls on the flow should not be neg-
lected. The friction observed on the walls surface reduces the velocity in the vicinity 
of buildings walls. In this paper it is proposed to replace the free-slip boundary condi-
tion on the solid buildings walls with the no-slip boundary condition, it means, to arti-
ficially reduce the tangential velocity on the wall surface to zero. 

In order to verify the influence of the type of boundary condition on the quality 
of the numerical simulation of urban rapid flood, the steady flow experiment has been 
carried out. The flow in unstructured buildings configuration is considered. In this test 
case, the streets have made the complex system of open channels bounded with solid 
walls of buildings models (Fig. 3). 

In order to ensure the constant water discharge through built-up area, the gate 
was fully open during the experiment. The discharge was controlled by the Thompson 
weir installed at reservoir inflow section and it was equal to 43.56 l/s. 

For numerical calculation the domain was covered by unstructured mesh com-
posed of 13787 computational cells (Fig. 3). The mesh was refined between buildings. 
The size of computational cells around each building was about 0.02 m and it was 
increasing to 0.15 m near the boundaries of flow area. The steady flow laboratory 
experiment was simulated numerically starting from unsteady dam-break problem. As 
the initial condition, the hydrostatic state was assumed  with water  depth equal to 0.21  

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Computed water depth for built-up area steady flow simulation with free-slip boundary 
condition. 
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Fig. 5. Depth at the control points: (+ +) measured, (––) calculated using free-slip boundary 
condition, (– –) calculated using no-slip boundary condition. 

and 0.0001 m in reservoir and flood plain, respectively. After about 30 s from the gate 
opening the steady state was achieved. The boundary conditions were imposed in ac-
cordance with experiment. Two side walls of the reservoir were treated as closed 
boundaries. Additionally, the reservoir was supplied with constant discharge through 
the inflow section. At the open boundaries of the plate, the free outflow condition was 
imposed. The flow in built-up area was simulated two times. The first calculation was 
carried out imposing the free-slip boundary condition at the buildings walls, then the 
no-slip boundary condition was used in the simulation. The calculations were carried 
out with the time step Δt = 0.001 s. The total simulation time was equal to 60 s. 
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The distribution of computed water depth for steady state (t = 45 s after gate 

opening) is presented in Fig. 4. The flow structures simulated using free-slip and no-
slip boundary conditions are very similar to each other and this type of results presen-
tations makes comparison impossible. 

The comparison between depth measurements and results of both calculations for 
30 second period of steady flow is presented in Fig. 5. It can be seen that the depth 
calculated using the no-slip boundary condition (dash line) better fits the measure-
ments (crosses) for the majority of the control points located between buildings than 
depth simulated imposing free-slip boundary condition (solid line). 

4. Conclusion 

In the urban rapid flood simulation, two types of boundary conditions can be imple-
mented on the closed buildings walls – free-slip boundary or no-slip boundary. When 
the first type of boundary condition was imposed in the simulations, the underestima-
tion of computed depth was observed in the previous research. It can be due to in-
complete friction representation in water flow model in built-up area. It was proposed 
to impose the no-slip boundary condition on the buildings wall except for the free-slip 
boundary condition. The better agreement between computed and measured water 
depth was observed. It seems that the no-slip boundary condition can substitute (im-
itate) the wall friction, improving the quality of numerical simulations of rapid floods 
in urban areas using the shallow water equations as the mathematical model of flow. 
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