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Environmental Hydraulics 
Preface 

Paweł M. ROWIŃSKI 

Institute of Geophysics, Polish Academy of Sciences 

This Volume arose from XXVI International School of Hydraulics held at Bart-
lowizna  Leisure and Training Center at Goniądz, Poland, in the period of 19-22 Sep-
tember 2006. The meeting attracted a group of both – top researchers mostly from 
around Europe, and young scientists. Conference venue was located in the heart of 
Biebrza National Park, unique in Europe for its marshes and peatlands, as well as its 
highly diversified fauna, especially birds – the Park was designated as a wetland site 
of global significance and is under protection of the RAMSAR Convention. 

The International School of Hydraulics (till 2003 a national event) has a very 
long tradition; it was initiated in 1981 and took place without interruption each year. 
Throughout all that long, 25-year period it was successfully chaired by Prof. Woj- 
ciech Majewski and organized by the Institute of Hydro-Engineering of the Polish 
Academy of Sciences. The School has been organized under the auspices of the 
Committee for Water Resources Management of the Polish Academy of Sciences. 
This year it has been decided that the XXVI School of Hydraulics would be organized 
by the Institute of Geophysics of the Polish Academy of Sciences. 

The overall theme of the XXVI School of Hydraulics was ENVIRON-
MENTAL HYDRAULICS. Environmental Hydraulics is claimed as a domain of re-
search and investigation of the physical, chemical and biological attributes of flowing 
water, with the objective of protecting and enhancing the quality of the environment, 
including public welfare. It is a cross-disciplinary field of study, combining, among 
others, technological, human-sociological and more general environmental interests. 
One of its aims is to equip managers, geophysicists  and engineers working in water-
related arenas, with available information and technology, to make rapid and robust 
decisions as they address the increasing challenges of ensuring a sustainable water 
environment and adequate water resources for generations to come. Using sophisti-
cated numerical models, in some cases physical models and field experiments, spe-



 

 
cialists in Environmental Hydraulics examine the nature of environmental hydraulics 
problems and develop potential solutions. 

A great success behind hydraulics engineers in modelling of flows in a variety 
of engineering objects imposes the view that a similar success is easy in analogous 
river flows. There are, however, great differences between environmental flows and 
their engineered counterparts and they are revealed in terms of length scales, levels of 
turbulence and geometrical complexities. Environmental flows usually cannot be de-
signed (as in traditional hydraulics), they are rather observed and the interest is cen-
tred on understanding their role in environmental quality. 

The XXVI School of Hydraulics was intended to provide a forum for scientists 
and engineers working in the field of broadly understood hydraulics. By bringing to-
gether experts (academics and practitioners) as well as young scientists, we aimed to 
create a very good atmosphere for scientific debate and learning, and also to make 
this occasion an enjoyable experience for the participants. An important part of the 
School constituted lectures delivered by renowned scientists from different countries: 

• Prof. Vladimir Nikora, keynote speaker, from Engineering Department, Uni-
versity of Aberdeen, UK: “Hydrodynamics of aquatic ecosystems” 

• Prof. Andreas Dittrich from Technical University of Braunschweig, Germany: 
“Morphodynamic development of river course and flood plains” 

• Prof. Ian Guymer from the School of Engineering, University of Warwick, 
UK: “Employing Tracer Techniques to Parameterize Mixing Processes” 

• Prof. Wojciech Majewski from the Institute of Meteorology and Water Man-
agement, Gdynia, Poland: “Flow in open channels under the influence of ice 
cover” 

• Prof. Andrea Marion from University of Padova, Italy: “Recent model devel-
opments on hyporheic flows in rivers: laboratory and field applications” 

• Assoc. Prof. Tomasz Okruszko from Warsaw Agriculture University: “Presen-
tation of Biebrza Valley and Its Problems” 

• Dr. Steve Wallis from School of the Built Environment, Heriot-Watt Univer-
sity, Edinburgh, UK: “The Numerical Solution of the Advection-Dispersion 
Equation: A review of some basic principles” 

• Prof. Anders Wörman from Department of Biometry and Engineering, Swed-
ish University of Agricultural Sciences, Uppsala, Sweden: “Impact of ground-
water discharge depth on residence times for leaking radionuclides in land-
based surface water” 

Fifty-four researchers from eight countries (Poland, Germany, Great Britain, 
Sweden, Italy, Russia, Ukraine and Iran) participated in the School. All presentations 
were reviewed by the following Scientific Committee: 

  

Marzena
Tekst maszynowy
4



 

 

• Assoc. Prof. Paweł M. Rowiński – Chairman, Institute of Geophysics, Polish 
Academy of Sciences, Warsaw 

• Prof. Włodzimierz Czernuszenko – Institute of Geophysics, Polish Academy 
of Sciences, Warsaw 

• Prof. Janusz Kubrak – Warsaw Agriculture University 
• Prof. Wojciech Majewski – Institute of Meteorology and Water Management, 

Gdynia 
• Prof. Marek Mitosek – Warsaw Technical University 
• Prof. Jarosław Napiórkowski – Institute of Geophysics, Polish Academy of 

Sciences, Warsaw 
• Prof. Romuald Szymkiewicz – Gdańsk University of Technology 

I would like to express my appreciation to all the members of the Scientific 
Committee for their hard work in reviewing the papers. 

This Volume is based on the presentations given during the School. Remaining, 
selected articles, are included in the Special Issue of Acta Geophysica (Vol. 55 No. 1). 
Abstracts of those papers are included in this volume for completeness. 

A number of colleagues from the Institute of Geophysics of the Polish Acad-
emy of Sciences provided their time and skills to ensure the meeting went smoothly. 
I am specially indebted to Anna Łukanowska and Monika Kalinowska who spent 
many long days and nights ensuring the meeting and the publications were profes-
sionally organized. We are also grateful to Robert Bialik, Agata Mazurczyk, Marzena 
Osuch, and Adam Piotrowski. I am also thankful to the Director and employees of 
Biebrza National Park for their hospitality, kindness, and organization of fascinating 
trip within the park. They also offered interesting materials to the School participants.  

The event and relevant publications would not be possible without financial 
support of the Committee for Water Resources Management of the Polish Academy 
of Sciences, Institute of Geophysics of the Polish Academy of Sciences and also 
German company G.U.N.T. Gerätebau GmbH from Hamburg. Additionally, this com-
pany presented a variety of educational equipment used for hydraulic training at uni-
versities and prepared a small exhibition.  
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Measurements of Armour Layer 
Roughness Geometry Function and Porosity 

Jochen ABERLE 

Leichtweiss-Institute for Hydraulic Engineering,  
Technical University of Braunschweig 

Beethovenstr. 51, 38106 Braunschweig, Germany; 
e-mail: j.aberle@tu-bs.de 

Abstract  

The roughness geometry function of the interfacial sublayer of a gravel-bed 
armour layer was measured directly by filling water stepwise into a laboratory 
flume and indirectly from a digital elevation model (DEM) of the surface. The 
results of both methods are compared and show that the DEM can be used to re-
liably estimate the roughness density function for a wide range of the interfacial 
sublayer. The direct measurements revealed an absolute minimum of porosity at 
the level of the roughness trough which is significantly smaller than porosity in 
the undisturbed subsurface and porosity estimates obtained from relationships 
found in the literature. The significance of the results for hydraulic engineering 
and ecological applications is highlighted. 

Key words: Armour Layer, porosity, digital elevation model, flume study. 

 

 

 

 

 

 

Full text was published in Acta Geophysica, Vol. 55, No. 1, p. 23-32. 
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Abstract  

The paper addresses the expanded mathematical models (equations) of both 
conservative and organic (reactive) contaminant transport in a groundwater 
stream. These models include, except the advection and dispersion processes, 
both the source (negative) term of reversible sorption and the term of radio-
active decay or biodegradation. The term of reversible sorption can be described 
by linear or non-linear adsorption (desorption) isotherms in relation to statics of 
this process, whereas the term of radioactive decay or biodegradation can be 
described by the first-order irreversible rate reactions for the reactive solutes 
flowing in ground medium.  

1. Introduction 

For description of contaminant concentration fields in a groundwater stream, the pra-
ctical expanded 2D-models of contaminant transport were worked out in this paper, 
combining advection, dispersion, adsorption and radioactive decay or biodegradation 
processes.  

For description of the adsorption process, the Henry linear isotherm, as well as 
the Freundlich and Langmuir non-linear isotherms were accepted, which are widely 
applied to practice in relation to statics of this process.  

However, for description of the term of radioactive decay or biodegradation, 
the first-order irreversible rate reactions were accepted for the dissolved and sorbed 
phases of the organic (reactive) contaminants spreading in a groundwater stream 
(Anderson 1979, Chiang 2001).  



2. Approach and methods 

Concern over the potential for migration of wastes in the subsurface has generated 
a great deal of interest in the mechanisms responsible for contaminant transport 
through groundwater systems.  

To prevent the deterioration of groundwater quality, it has become necessary to 
develop a methodology for description, analyzing, monitoring and predicting (in the 
form of mathematical models) the movement of contaminants through the saturated 
zones (Anderson 1979, Chiang 2001). 

2.1 Description of contaminant transport in groundwater 

For description of conservative and organic contaminant transport incorporating both 
the reversible sorption and radioactive decay (biodegradation) terms, the expanded 
well-known 2D-advection-diffusion equation was used, resulting from the transport 
continuity equation (Anderson 1979, Chiang 2001): 
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where: C = the solute concentration in flowing groundwater in aqueous phase (in the 
local equilibrium conditions); S = the mass of the solute species adsorbed on the 
grounds per unit bulk dry mass of the porous medium (in the local equilibrium 
conditions); ux  = component of the average (real) seepage velocity in pore space 
along the x axis (as pore velocity of groundwater); Dx = component of the 
longitudinal dispersion coefficient along the x axis; Dy = component of the transverse 
dispersion coefficient along the y axis; 1λ  = the first-order rate constant for the dissol-
ved (aqueous) phase; 2λ  = the first-order rate constant for the sorbed (solid) phase; 
ρ  = the bulk density of the porous medium; m = the effective porosity of the porous 
medium; t = co-ordinate of time; (x, y) = Cartesian co-ordinates of the assumed 
reference system. 

Equation (1) assumes one-dimensional flow of groundwater along the x axis, 
hence, both the components of the average (real) seepage velocities in pore space 
( ) and the advection terms (0== zy uu 0// =∂∂=∂∂ zCuyCu zy ) can be neglected in 
the other axes, y and z.  

Assuming also in Eq. (1) the 2D-contaminant transport along the x and y axes, 
the dispersion term ( ) along the vertical z axis can be treated as negli-
gible, simulating in further analysis the longitudinal ( ) and transverse 
( ) dispersion of flowing contaminant mass in the aquifer.  

0/ 22 =∂∂ zCDz
22 / xCDx ∂∂

22 / yCDy ∂∂
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The longitudinal and transverse dispersion coefficients (  and ) which are 
being considered in Eq. (1), called also as the hydrodynamic dispersion coefficients, 
consist of both the terms representing mechanical dispersion coefficients (

xD yD

xLuα  and 

xT uα ) and the effective (modified) molecular diffusion ( MDτ ) (Kleczkowski 1984, 
Chiang 2001).  

Thus, the values of hydrodynamic dispersion coefficients take the form:  

MxTy

MxLx

DuD
DuD
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τα

+=
+=

      (2) 

where: ( Lα , Tα ) = the constants of the longitudinal and the transverse dispersivity 
along the x and y axes;  = the molecular (effective) diffusion coefficient; MD τ  = the 
dimensionless tortuosity parameter of the porous medium.  

The constants of dispersivity ( Lα ) and ( Tα ) depend on the scale (length) of 
contaminant region spreading in the aquifer. Detailed description of the dispersivity 
( Lα ) and ( Tα ) (as macro-dispersion process) is given in (Anderson 1979, 
Kleczkowski 1984, Gelhar et al. 1992, Kleczkowski 1997, Chiang 2001). 

The values of molecular (effective) coefficients ( ) are generally very low, 
basing on laboratory and site surveys for the various graining (porosity) of the ground 
media being considered. Thus, in most cases they can be negligible in Eq. (2) for 
calculations of the hydrodynamic dispersion coefficients (Anderson 1979, Chiang 
2001).  

MD

The tortuosity parameter (τ ), which expresses the solute mass flow along 
longer available pathways through the pore space is described in (Kleczkowski 1984, 
Chiang 2001). 

The tS ∂∂ /  term in Eq. (1) represents generally the negative source term of the 
reversible sorption (as the adsorption-desorption system) connected with the mass 
exchange phenomenon, which expresses general relationship ),(/ SCftS =∂∂ , 
between the mass of the solute species adsorbed on the grounds per unit bulk dry 
mass of the porous medium ( ) and the solute concentration in flowing groundwater 
in aqueous phase (C).  

S

Making an assumption of the local equilibrium condition between phases – 
aqueous (free) and sorption (solid) – function )(CfS =  implicates that the sorption 
term ( ) in Eq. (1) can be replaced by the expression tS ∂∂ / )/()/( tCCS ∂∂⋅∂∂ .  

Equation (1) may be written in the following form, taking into account the 
above remark and by factoring out the term ( tC ∂∂ / ): 
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As a result of detailed literature review, in the case of reversible sorption 
assumption (as negative source term) in Eq. (3) by the ( tC ∂∂ / ) term, the constant 
expression R = [ )/()/(1 CSm ∂∂+ ρ ] will always be found, which in literature is 
known as the retardation factor (Anderson 1979, Chiang 2001).  

The term C1λ  in Eq. (1) represents generally the first-order irreversible rate of 
the reaction for the dissolved (aqueous) phase in relation to the reactive solutes in soil 
(Travis 1978, Bear 1987, Chiang 2001).  

However, the last term ( mS /2ρλ ) in Eq. (1) represents generally the first-
order irreversible rate of the reaction for the sorbed (solid) phase in relation also to 
the reactive solutes in soil (Travis 1978, Bear 1987, Chiang 2001).  

The rates of constants of the free and sorbed solute ( 1λ  and 2λ ) are usually 
given in terms of the half-life (t1/2). The half-life is the time required for the 
concentration to decrease to one-half of the original value.  

Generally, the decay (biodegradation) rate (λ ) is calculated by the equation 
(Anderson 1979, Travis 1978, Bear 1987, Chiang 2001): 

2/1

2ln
t

=λ  (4) 

Generally, if the reaction is radioactive decay, the 2λ  constant should be set 
equal to the 1λ  constant. However, for certain types of biodegradation the 2λ  
constant may be different from the 1λ  one (Anderson 1979, Travis, 1978, Bear 1987, 
Chiang 2001).  

3. Results 

The practical expanded 2-D transport models of both conservative and organic 
(reactive) contaminants, presented in the paper, include also the previously accepted 
well-known empirical equations of the Henry, Freundlich and Langmuir adsorption 
isotherms which are widely applied to practice (Anderson 1979, Travis 1978, Chiang 
2001). 

The Henry linear isotherm, as the simplest equilibrium relationship, assumes 
that the sorbed concentration S is directly proportional to the dissolved concentration 
C. This type of isotherm can be found in transport problems with relatively low 
concentrations of flowing contaminants in a groundwater stream (Travis 1978, 
Anderson 1979, Bear 1987, Chiang 2001).  
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The Freundlich non-linear isotherm, as a more general equilibrium relationship, 
assumes that the sorbed concentration S is not directly proportional to the dissolved 
concentration C. The proportion between concentrations S and C is fitted in most 
cases to the exponential relationships with relatively higher concentrations of flowing 
contaminants in a groundwater stream (Travis 1978, Anderson 1979, Bear 1987, 
Chiang 2001).  

Also, the Langmuir non-linear isotherm, as a more general equilibrium 
relationship, assumes that the sorbed concentration S is not also directly proportional 
to the dissolved concentration C. This isotherm concerns the condition of the maximal 
adsorption value just in the moment when the ground grain surface will be adsorbed 
by mono-molecular layer of flowing contaminant particles. In this case, the 
adsorption energy is the same in all points of the ground grain surface and the 
adsorbed particles can not be moved on this surface (Travis 1978, Anderson 1979, 
Bear 1987, Chiang 2001). 

For the equilibrium-controlled state, it can be assumed that the rate of the 
reversible adsorption process is equal to zero ( 0/ =∂∂ tS ) in relation to the ground 
medium with the finite sorption capacity (for the constant temperature and negligible 
value of the irreversible chemical sorption) (Travis 1978, Anderson 1979, Bear 1987, 
Chiang 2001).  

The empirical equations of the chosen adsorption isotherms together with 
a detailed description of the required parameters accepted for this analysis were given 
in (Aniszewski 2005). 

3.1 The model for the equation of the Henry linear isotherm  

For the accepted empirical equation of the Henry linear isotherm, the contaminant 
transport according to Eq. (3) in a groundwater stream takes the form: 
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Taking into account the expression mA /10 ρ+= , it is also possible to write: 
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where: K1 = the parameter of the Henry linear isotherm (as the distribution coefficient, 
that depends on the solute species, the nature of the porous medium and other 
conditions of the system).  
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3.2 The model for the equation of the Freundlich non-linear isotherm  

For the accepted empirical equation of the Freundlich non-linear isotherm, the conta-
minant transport according to Eq. (3) in a groundwater stream takes the form: 
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Taking into account the expression mA /10 ρ+= , it is also possible to write:  
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where: K2 , N = the parameters of the Freundlich non-linear isotherm (K2 = the 
Freundlich constant; N = the Freundlich exponent, that depend on the solute species, 
the nature of the porous medium and other conditions of the system).  

3.3 The model for the equation of the Langmuir non-linear isotherm  

For the accepted empirical equation of the Langmuir non-linear isotherm, the 
contaminant transport according to Eq. (3) in a groundwater stream takes the form: 
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Taking into account the expression mA /10 ρ+= , it is also possible to write:  
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where: K3, S  = the parameters of the Langmuir non-linear isotherm (K3 = the Lang-
muir constant that is named also the constant of the adsorption energy; S  = the 
maximum amount of the solute adsorbed by the ground matrix).  

4. Discussion 

The 2D-transport models (equations) for only the conservative contaminants flowing 
in a groundwater stream, neglecting at the same time the term of radioactive decay or 
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biodegradation (as the first-order irreversible rate reactions), were presented in 
(Aniszewski 2005).  

Practical using of the contaminant transport models presented as Eqs. (5)-(10) 
depends on identification of the required parameters in these equations (Anderson 
1979, Kleczkowski 1984, Chiang 2001).  

The values of parameters characterizing the ground and hydraulic properties of 
the ground medium ( , m and xu ρ ), the values of the contaminant dispersion 
coefficients (Dx and Dy) calculated according to Eq. (2), for the previously determined 
parameters ( ,xu Lα and Tα ), as well as the values of the first-order rate constants ( 1λ  
and 2λ ) calculated according to Eq. (4) and characterizing processes of radioactive 
decay or biodegradation should be defined basing on the own or the literature site 
surveys carried out in the natural aquifers (Anderson 1979, Travis 1978, Kleczkowski 
1984, Bear 1987, Gelhar et al. 1992, Kleczkowski 1997, Chiang 2001, Aniszewski 
2005).  

However, the values of linear and non-linear adsorption isotherm parameters 
( SKNKK ,,,, 321 ) in relation to static of this process should be calculated basing on 
separate static experiments, the so-called „batch” laboratory experiments (with 
immobile groundwater) and simultaneously for using in this research both the similar 
ground media and contaminant indicators to be chosen in the site verifications (Travis 
1978, Kleczkowski 1984, Kleczkowski 1997, Chiang 2001).  

In such cases, it is fully admissible to use all the parameters ( , m, xu ρ , Dx, Dy, 

Lα , Tα , 1λ , 2λ ,  and 321 ,,, KNKK S ) determined in this way for site verification of 
the transport models presented as Eqs. (5)-(10) in relation also to other similar natural 
ground media without the necessity of determining geometric scale-dependent 
similarity (Kleczkowski 1984, Gelhar et al. 1992, Kleczkowski 1997, Chiang 2001, 
Aniszewski 2005). This similarity greatly depends on the scale (length) of site 
surveys as macro-dispersion process caused by macroscopic heterogeneities of the 
natural ground media (Gelhar et al. 1992, Chiang 2001).  

5. Conclusion 

The practical expanded contaminant transport models presented as Eqs. (5)-(10) 
combining the advection, dispersion, physical adsorption and radioactive decay or 
biodegradation processes, can be used for the engineering calculations of the 
contaminant concentration fields in the natural aquifers. 

Practical using of these expanded models for site verifications greatly depends 
on both the proper mathematical description of all the processes and the proper 
identification of the all required parameters in these models (equations).  

  

Marzena
Tekst maszynowy
15



The presented transport models make it possible to use both the conservative 
and organic contaminants spreading in aquifer, giving simultaneously the calculated 
concentration values closed to the real values considered in natural ground conditions.  
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Abstract  

The numerical solution of two-dimensional advection equation on the irregu-
lar curvilinear grid is considered. The simple upstream differencing scheme and 
TVD (Total Variation Diminishing) schemes are compared. The test solution for 
rotation of two-dimensional scalar field in the Cartesian and curvilinear coordi-
nates is numerically realized. It was concluded that the results of modeling in 
both coordinate systems are identical. 

1. Introduction 

The modeling of pollutant transport requires a numerical solution of transport equa-
tion on the irregular curvilinear grid. This is important for simulation of different 
types of pollutants in the rivers, lakes and coastal regions of seas. Using curvilinear 
grids for building a finite-difference scheme for water bodies with complex form of 
boundary allows us to describe transport in these areas more accurately. 

In the paper, the results of modeling of two-dimensional scalar field rotating in 
Cartesian and curvilinear coordinates are compared. Initial shape of field is a circle 
with constant concentration inside and zero concentration outside. Pure advection 
equation is solved. This problem has an analytical solution; the result of modeling 
must be equal to initial conditions. The aim of the work was to test a numerical solu-
tion of two-dimensional advection equation on irregular curvilinear grid using differ-
ent TVD (Total Variation Diminishing) schemes. 



 

 
2. Methods 

The two-dimensional advection equation is 
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where u = concentration of a scalar; t = time; (vx, vy) = velocity components in x and y 
directions. 

Equation (1) can be transformed into a system of finite-difference equations in 
Cartesian and in curvilinear coordinates using simple upstream differencing scheme 
and TVD schemes. 

2.1 Simple upstream differencing scheme (first order of accuracy) 

There are four different combinations for characters of velocities (vx, vy) on the com-
putational region at the rotating scalar field. For each combination, the finite-
difference scheme has its own form: 
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t x y

+
+ + − −− − −

+ +
∆ ∆ ∆

=  (3) 

for vx < 0 and vy > 0 
1

, , , , 1, 1, , 1 , 1 , ,

, ,

0
k k k k k k
i j i j i j xi j i j xi j i j yi j i j yi j

i j i j

u u u v u v u v u v

t x y

+
− − + +− − −

+ +
∆ ∆ ∆

=  (4) 

for vx > 0 and vy < 0 
1

, , 1, 1, , , , 1 , 1 , ,

, ,

0
k k k k k k
i j i j i j xi j i j xi j i j yi j i j yi j

i j i j

u u u v u v u v u v

t x y

+
+ + + +− − −

+ +
∆ ∆ ∆

=  (5) 

for vx < 0 and vy < 0 

where i, j = indexes which denote numbers of nodes on spatial grid in the x and y di-
rections, respectively; k = index which denotes the number of time step; 
∆x, ∆y = spatial grid steps in the x and y directions, respectively; ∆t = time step. 
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2.2 TVD schemes 

All linear TVD schemes, as simple upstream differencing schemes, are only of first-
order accuracy, but due to stability condition they have a property of monotonicity 
preservation. The total variation of a discrete solution could be defined as a measure 
of the overall amount oscillations. The principle of TVD approach is to limit the os-
cillations such as: 

( ) (t t tTV u TV u+∆ ≤ )  (6) 

where TV = Total Variation. 

Equation (6) means that the amount of oscillations of a solution for a TVD 
scheme does not increase over one time step for any initial data. 

The directional split approach is used in the TVD schemes at the two-
dimension modeling. 

(1/ 2
, , 1/ 2, 1/ 2,

,

k k k k
i j i j i j i j

i j

t
u u F F

x
+

+ −

∆
= − −

∆
) , (7) 

(1 1/ 2
, , , 1/ 2 , 1/

,

k k k k
i j i j i j i j

i j

t
u u F F

y
+ +

+ −

∆
= − −

∆
)2 . (8) 

Here 

1/ 2,i jF + = ( )( )( )1 / 2 ,1/ 2, , 1/ 2, 1, ,11/ 2
xi jxi j i j i j i j i jcv u u u
+

+
+ + +−+ Φ −      for vx > 0,  (9) 

1/ 2,i jF + = ( )( )( )1 / 2 ,1/ 2, , 1/ 2, , 1,11/ 2
xi jxi j i j i j i j i jcv u u u
+

−
+ + −+ Φ − +      for vx < 0, (10) 

, 1/ 2i jF + = ( )( )( ), 1 / 2, 1/ 2 , , 1/ 2 , 1 ,11/ 2
yi jyi j i j i j i j i jcv u u u

+

+
+ + +−+ Φ −     for vy > 0, (11) 

, 1/ 2i jF + = ( )( )( ), 1 / 2, 1/ 2 , , 1/ 2 , , 111/ 2
yi jyi j i j i j i j i jcv u u u

+

−
+ + −+ Φ − +     for vy < 0, (12) 

where 
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x
∆
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,           y
y
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y

∆
=

∆
; (13) 

1/ 2, 1/ 2, 1/ 2, 1/ 2,i j i j i j irα β+ +
+ + + +Φ = + j j;        ; (14) 1/ 2, 1/ 2, 1/ 2, 1/ 2,i j i j i j irα β− −

+ + + +Φ = +

( )1/ 2, 1/ 2,1/ 2 1/ 6 1 2i j xi jcα + += + − ;    ( )1/ 2, 1/ 2,1/ 2 1/ 6 1 2i j xi jcβ + += − − ; (15) 
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, 1/ 2 , 1/ 2 , 1/ 2 , 1/ 2i j i j i j i jrα β+ +
+ + +Φ = + + +;         (17) , 1/ 2 , 1/ 2 , 1/ 2 , 1/ 2i j i j i j i jrα β− −

+ + +Φ = +

( ), 1/ 2 , 1/ 21/ 2 1/ 6 1 2i j yi jcα + += + − ;    ( ), 1/ 2 , 1/ 21/ 2 1/ 6 1 2i j yi jcβ + += − −  (18) 
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+
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=
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1 ;              , 2 , 1
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i j i j
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+ +−

+

+

−
=

−
 (19) 

There are second-order accuracy TVD schemes, in which additional limiters 
are used. 

а) Leonard limiter (1979) 

2 2
max 0, min , ,

1
r

c c
Φ→ Φ

−

⎛ ⎞⎛ ⎞
⎜ ⎜

⎝ ⎠⎝ ⎠
⎟⎟  (20) 

b) van Leer limiter (1979) 
1

max 0, min 2, 2 ,
2

r
r

+
Φ → ⎛ ⎛

⎜⎜ ⎝ ⎠⎝ ⎠
⎞⎞
⎟⎟

)

 (21) 

с) Roe limiter (1985) 

( ) ( )( ,max 0, min 1, 2 min , 2r rΦ→  (22) 

We modeled the rotating scalar circle-shaped field with the following parame-
ters: 

w = 0.2π (radian/s) – angular velocity of field rotation; R0 = 0.25 – initial radius of 
field; h0 = 1 – initial concentration inside of circular area; ∆t = 0.001; 
∆xi,j = ∆yi,j = 0.01 – are equal in Cartesian grid; ∆xi,j and ∆yi,j – are unequal in curvi-
linear grid. 

Boundaries of the curvilinear grid domain are shown in Fig. 1. 
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Fig. 1. Boundaries of the curvilinear grid. 
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3. Results 

Initial scalar field and its projection on axis X are shown in Fig. 2. The analytical so-
lution has the same form. 
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Fig. 2. Initial scalar field (a) and its projection on axis X (b). 

Projections of scalar field on axis X after modeling the one full turn in Carte-
sian and curvilinear coordinates, that was realized using simple upstream differencing 
scheme, are shown in Fig. 3. 
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Fig. 3. Result of modeling of scalar field rotation using simple upstream differencing scheme:
a) in Cartesian coordinates; b) in curvilinear coordinates. 
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Results of modeling can be described using the following parameters: 

R1 = 0.08 – radius for which  h > 0.99; 

R2 = 0.45 – radius for which  h < 0.01; 

∆R = R2 – R0 = 0.2.  

Projections of scalar field on axis X after modeling the one full turn in Carte-
sian and curvilinear coordinates, that was realized using the TVD scheme, are shown 
in Fig. 4. Parameters: R1 = 0.21; R2 = 0.28; ∆R = R2 – R0 = 0.03. 
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Fig. 4. Result of modeling of scalar field rotating using TVD scheme: a) in Cartesian coordi-
nates; b) in curvilinear coordinates. 

Projections of scalar field on axis X after modeling one full turn in Cartesian 
and curvilinear coordinates that was realized using TVD scheme with Leonard lim-
iter, are shown in Fig. 5. Parameters: R1 = 0.21; R2 = 0.28; ∆R = R2 – R0 = 0.03. 
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Fig. 5. Result of modeling of scalar field rotating using TVD scheme with Leonard limiter: 
a) in Cartesian coordinates; b) in curvilinear coordinates. 
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Projections of scalar field on axis X after modeling the one full turn in Carte-

sian and curvilinear coordinates that was realized using TVD scheme with van Leer 
limiter, are shown in Fig. 6. Parameters: R1 = 0.20; R2 = 0.28; ∆R = R2 – R0 = 0.03. 
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Fig. 6. Result of modeling of scalar field rotating using TVD scheme with van Leer limiter: 
a) in Cartesian coordinates; b) in curvilinear coordinates. 

Projections of scalar field on axis X after modeling the one full turn in Carte-
sian and curvilinear coordinates that was realized using TVD scheme with Roe lim-
iter, are shown in Fig. 7. Parameters: R1 = 0.22;   R2 = 0.27;   ∆R = R2 – R0 = 0.02. 
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Fig. 7. Result of modeling the scalar field rotating using TVD scheme with Roe limiter: a) in
Cartesian coordinates; b) in curvilinear coordinates. 

As we can see in Figs. 3-7, the results of modeling the scalar field rotating in 
Cartesian and curvilinear coordinates are practically identical. It should be noted that 
the results of modeling are close to the analytical solution when we use any TVD 
scheme. But using the first-order accuracy TVD scheme reduces the appearance of 
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oscillations on the field boundaries (see Fig. 4). There are no such oscillations while 
using additional limiters. Parameters of the modeling results of scalar field rotation 
are shown in Table 1. 

Table 1 

Parameters of the modeling results 

Parameters Simple upstream 
differencing scheme TVD scheme TVD scheme with 

Leonard limiter 
TVD scheme with 
van Leer limiter 

TVD scheme 
with Roe limiter 

R1 0.08 0.21 0.21 0.20 0.22 
R2 0.45 0.28 0.28 0.28 0.27 
∆R 0.20 0.03 0.03 0.03 0.02 

4. Conclusion 

Using TVD schemes for solving an advection equation gave a result that was close to 
the analytical solution. So we should use the TVD schemes in curvilinear coordinates 
for modeling transport of different types of pollution in water bodies with complex 
coast structure. The best results were obtained for the TVD schemes with van Leer 
and Roe limiters. The TVD scheme with Roe limiter gives the closest result to the 
analytical solution, but it allows for negative values at positive initial conditions, 
whereas the TVD scheme with van Leer limiter prevents them. 

References 

Leonard, A., 1979, A stable and accurate convective modeling procedure based on 
quadratic upstream interpolation, Comput. Methods Appl. Mech. Eng. 19, 59-98.  

Van Leer, B., 1979, Towards the ultimate conservative difference scheme. V. A sec-
ond order sequel to Godunov’s method, J. Compt. Phys. 32, 101-136. 

Roe, P.L., 1985, Some contributions to the modeling of discontinuous flows. In: B.E. 
Engquist, S. Osher, and R.C.J. Somerville (eds.), “Large-Scale Computations in 
Fluid Mechanics”, American Mathematical Society, Providence, R.I. 

Accepted  September 12, 2006 

Marzena
Tekst maszynowy
24



PUBLS. INST. GEOPHYS. POL. ACAD. SC., E-6 (390), 2006

Analysis of Sediment-Laden Flows in Open Channel

Robert J. BIALIK and Włodzimierz CZERNUSZENKO
Institute of Geophysics, Polish Academy of Sciences

Ks. Janusza 64, 01-452 Warsaw, Poland
email: rbialik@igf.edu.pl

Abstract
The transport of suspended sediment in open channel flows is the key issue

of the area of fluvial hydraulics. Traditionally, in classical hydraulics, the phe-
nomenon is analyzed as a one-phase composite system. This paper deals with
three different models to calculate the vertical distribution of suspended sediment
concentration in open channel flows. These models, i.e. the classical one and
two new models are briefly presented. The numerical simulations of the vertical
sediment transport using these models are presented and main differences are
discussed.

1 Introduction
The sediment-laden open-channel flows and the associated sediment transport are the
oldest topics in fluvial hydraulics. So far, the traditionally approach basis on the
advection diffusion equation has been applied to calculate the vertical concentration
distribution. Civil engineers have tried to improve the advection-diffusion equation
by introducing some empirical coefficients to correct the fall velocity and the eddy
diffusivity for at least 50 years. In effect, the equation has become more empirical
with a few empirical coefficients, which are not well defined.

The new analysis based on the two-phase approach indicates that the interaction
between the fluid and sediment is the crucial one description in the sediment-laden
flows. The interaction between the fluid and sediment is controlled by the distribution
of sediment concentration, the turbulence structure and the sediment inertia. Nowadays
measurements show that the sediment fall velocity in turbulent flows is always less
than the sediment fall in still water and this fact should be taken into an account in
presented models. In the paper, two such models are presented and the results of
numerical simulations are compared with the classical model.



2 Approach and methods
2.1 Diffusion-Advection Equation
The three-dimensional form of the diffusion-advection equation for suspended sedi-
ments is:

∂C
∂t

=
∂

∂x

(
ηp
∂C
∂x

)
+
∂

∂y

(
εp
∂C
∂y

)
+
∂

∂z

(
ξp
∂C
∂z

)
−U

∂C
∂x
−V

∂C
∂y
−W

∂C
∂z

+
∂

∂y
(ωsC) , (1)

where C is the time-average concentration of the dissolved substance, U,V,W - the
average velocity components in the x (longitudinal), y (vertical with the origin at the
bottom channel), z (lateral) directions, respectively, ηp, εp, ξp are the turbulent diffu-
sion coefficients in the x, y and z directions. The first three terms on the right-hand
side represent the diffusion process and the remaining terms the advection process.
To consider the classical hydraulics problem, i.e. the distribution of sediment concen-
tration in vertical directions in two-dimensional uniform flow, one can get the most
popular one-dimensional form of the eq. (1) as follows:

∂C
∂t

=
∂

∂y

(
εp
∂C
∂y

)
− (V − ωs)

∂C
∂y
, (2)

it was assumed that the fall sediment velocity ωs is independent of y. For uniform
and stationary flows, eq. (1) can be rewritten in the form:

d
dy

[
εp

dC
dy

+ (V − ωs)C
]

= 0. (3)

2.2 The classical approach, the Rouse Formula
The equation for transport of suspended particles in the vertical direction for unidi-
rectional flow is easy to get from eq. (3) by substituting V = 0,

Cωs + εp
dC
dy

= 0, (4)

Eq. (4) is well known as the Rouse formula.
In mixture of high concentrations, the fall velocity is not constant but depends

on the concentration because the particles are hindering each other during settling.
The falling particles are affected by the return flow of the displaced fluid but also by
additional effects such as particle collision, particle-induced turbulence, modified drag
coefficient and group effects. The overall effect can be represented by:

ωs = (1 −C)γω (5)
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in which ωs is the sediment fall velocity in a mixture, γ ranges from 4 to 5 (for
particles of 50 to 500 µm); here γ = 5. For suspended sand particles in the range
100 − 1000 µm, the following equation can be used (Van Rijn , 1993):

ω = 10
ν

D


(
1 +

0.01(s − 1)gD3

ν2

) 1
2

− 1

 , (6)

in which ν is the kinematic viscosity, D the particle diameter, g the gravity, and s is
the density ratio of sediment and water (s = %s/% f ).

Usually the turbulent diffusion coefficient for sediment εp in eq. (4) is related
to turbulent diffusion coefficient for clear fluid ε f , as follows:

εp = βφε f . (7)

The β factor describes the difference in the diffusion of a fluid particle and a discrete
sediment particle. The φ factor expresses the influence of the sediment particles on
the turbulence structure of the fluid. Given the limited knowledge of the physical
processes involved, it is not advisable to use a β factor larger than 2, and the φ factor
equal 1 (Van Rijn , 1993).

To calculate the particle turbulent diffusion coefficient, the following assumption
are made (Czernuszenko , 1999): εp = ε f = νt . For uniform and unidirectional open-
channel flows, the vertical distribution of the eddy viscosity coefficient is:

νt

u∗y
= κ(1 − ζ) (8)

in which ζ = y/h (y = distance from the bed, h = water depth), κ is the von Karman
constant that has been assumed to be 0.4 for both clear-water and suspension flows
(Coleman , 1986), u∗ is the bed friction velocity that is usually calculated from the
Reynolds stress profile near the bed. Thus, the sediment mass concentration along the
vertical direction can be derived from eq. (4) in the form (Van Rijn , 1993)

C = C(a)
(
h − y

y
a

h − a

)z
, (9)

where C(a) is the known sediment concentration at the position y = a, and z the
suspension coefficient expressed as (Graf , 1984):

z =
εp

κu∗
. (10)
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2.3 The model of Cao et al.
The new diffusion equation for suspended sediment concentration from a rigorous
derivation of the water-sediment mixture’s is (Cao , 1995):

εp
dC
dy

= −ωsC −
ρs − ρ f

ρ f
ωsC2. (11)

The difference between this new equation and the well known Rouse formula is:

−ρs − ρ f

ρ f
ωsC = V, (12)

which shows an intrinsic association of the mixture’s normal velocity V with sediment
concentration C. The model of Cao is easy to get from eq. (3) by substituting for V
this new term eq. (12).

Equation (12) implies that a downward mass flux of the water-sediment mixture
arises (Cao (1995)). In most previous studies the y component velocity V of the
water-sediment mixture is assumed to be zero, V = 0, and this new approach of V
may not be familiar. As a matter of fact, this mass flux stems from the inequality
between the mass of sediment particles and that of water particles in their position
exchanging process when the particles fall because of unequal densities of water and
sediment. This downward mass flux is balanced by the upward turbulent diffusion
flux to reach the steady-state equilibrium (Cao , 1995).

2.4 Czernuszenko Formula
It is assumed that there is an additional mechanism influencing the particle movement
in sediment-laden flows, which is called the drift and acts independently of the advec-
tion and turbulent diffusion. Based on all three mechanisms, a new equation for the
concentration distribution is (Czernuszenko , 1999):

(1 −C)5Cωs + (εp + εpd)
dC
dy

= 0. (13)

in which εp is the turbulent diffusion coefficient for a single particle in the horizontal
and vertical directions, and εpd is the drift diffusion coefficient. The formula for the
drift diffusion coefficient is (Czernuszenko , 1999):

εpd =
π

2
D
√

v′2p . (14)

Nezu and Rodi (1986) proposed universal functions for turbulence intensities in
this region. These functions were determined by least-square fits to experimental data
and expressed in the form:

√
v′2p ' 1.23u∗ exp(−0.67ζ). (15)
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3 Results of numerical simulations
Equations (4, 11, 13) were solved numerically with the fourth order Runge-Kutta
method. Basic data for measurements was taken from Coleman and Lyn (Table 1).

Table 1: Experimental conditions of ((Coleman, 1986) and (Lyn, 1988))

Experiment Run Umax u∗ h D C(0.1h) ωs %s

Coleman (1986) C22 102.4 4.1 17.0 0.21 0.05 1.3 2.65
Coleman (1986) C25 107.3 4.0 16.7 0.21 0.2 1.3 2.65
Coleman (1986) C30 109.3 4.1 16.8 0.21 0.5 1.3 2.65
Lyn (1988) L15 75.7 3.6 6.45 0.15 0.19 2.1 2.65
Lyn (1988) L19 77.7 3.8 6.51 0.19 0.11 2.5 2.65
Lyn (1988) L25 85.9 4.3 6.54 0.24 0.072 4.8 2.65

Figs. 1 a,b and 2 a show the vertical concentration distributions of suspended
sediment measured by Coleman and Figs. 2 b and 3 a,b measured by Lyn. In the
figures: black lines represent the solution of eq. (4), green lines represent the solution
of eq. (11), and red lines represent the solution of eq. (13).
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Fig. 1. Vertical distributions of suspended sediment concentration
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Fig. 2. Vertical distributions of suspended sediment concentration
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Fig. 3. Vertical distributions of suspended sediment concentration

4 Discussion and Conclusions
1. The classical approach is based on the simplified assumption that the particles

follow entirely the mean and turbulent flow velocity. However, this ”passive
scalar hypothesis” is valid only under very restrictive assumption. The vertical

Marzena
Tekst maszynowy
30



component of velocity V in the water-sediment mixture is assumed to be zero,
which is acceptable only for very low sediment concentration.

2. The Cao et al. model introduces an additional sediment vertical velocity as a
function of differences of densities between sediment and fluid and the sediment
concentration. Cao model is the same as Rouse model for %s = % f .

3. The Czernuszenko model describes the vertical distribution of sediment concen-
tration taking into account an additional mechanism influencing the sediment
particle movement in sediment-laden flow. This mechanism created a new, ad-
ditional vertical flow of sediment called the drift movement.

4. The largest differences between the models appear for higher sediment con-
centration, i.e. for Lyn’s data (run L15) and Coleman’s data (run C30). The
Models Czernuszenko eq. (13) overstate and that Cao eq. (11) underrate values
for higher concentration in comparison with the Rouse formula eq. (4).
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Abstract  

New three-dimensional numerical non-hydrostatic model with a free surface 
that was designed for modelling the bottom and bank stability subjected by ship 
propeller jets is presented. Unlike all known models, it describes three-
dimensional fields of velocities generated by ship propellers, turbulence inten-
sity and length scale in the given domain of arbitrary bottom and coastal topo-
graphy. Results of simulations are compared with the laboratory experiments. 

Key words: non-hydrostatic model, turbulent propeller jet, bottom erosion. 
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Abstract  

We report the results of laboratory experiments on water heating/cooling, 
performed in 5 m long water channel with a slope. About 63 series of photos 
were analyzed: for 3 locations, for 3 bottom slopes (3.7, 6.7 and 12 degrees) and 
for different Ra numbers. It was pointed out that there exist two types of mixing 
characterizing different circulations in the presence of slope: gravity current and 
undersurface jet; the thermal bar is the region where one type of mixing is re-
placed by another; the highest speed and flowrate are at the break point; the 
flow is three-dimensional.  

Key words: flowrate, lake’s thermal bar, coastal heating event, coastal cooling 
event. 
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Abstract  

Flow in rivers and on floodplains is complex as it is affected by several in-
terconnected factors such as topography, sediment transport and vegetation 
characteristics. The resulting processes are explained by the measure “Hart-
heim” planned for retention purposes at the Upper Rhine river. On the basis of 
existing formulas and instruments it is demonstrated that a good estimation of 
the development of the measure is possible. The proposed procedure is a useful 
tool for estimating morphological developments of restored river sections.  

Key words: morphodynamics, resistance of vegetation, 3D-hydrodynamic 
simulations, stability of armoured river beds. 
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Abstract  

Ecological and eco-touristic importance and the problems of conservation of 
natural lands around Choghakhor Wetland, located in the Chahar Mahal and 
Bakhtiari province of Iran, the habitat of many immigrant bird and aquatic crea-
tures, were the main topics of this study; the importance of providing an envi-
ronmental planning and management plan for this wetland is emphasized. In or-
der to determine priorities according to the status of Choghakhor Wetland, in 
comparison to the 75 important wetlands of Iran (63 of these have been regis-
tered in the Ramsar Convention documents), the five criteria (birds, fish, threat-
ening factors, social-economic problems and conservation status) of the wetland 
were studied and analyzed, and the macro-invertebrate benthos, including Oli-
gochaeta, Chironomidae and Gammaridae, was surveyed. For Choghakhor Wet-
land, the result was 80/140, so this wetland got the 8th priority among all other 
ones. In fact, this classification shows the potential strength of Choghakhor 
Wetland to have environmental management plan. The results of this study 
make it clear that construction of a dam is the strongest threatening factor to this 
habitat and its biodiversity. This clearly shows the necessity of environmental 
planning and management to assess the impacts in order to establish proper 
management and wise use of the wetland. 

Key words: Choghakhor Wetland, environmental planning and management, 
Ramsar Convention. 

1. Introduction 

According to the Ramsar Convention: “Wetlands are areas of marsh, fen, peatland or 
water, whether natural or artificial, permanent or temporary, with water that is static 
or flowing, fresh, brackish or salt, including areas of marine water the depth of which 



 

at low tide does not exceed six meters.” Benefits of wetlands are their natural riches, 
tourism and training, wetlands ecology, reduction of flood risks, effects on ground 
water supply, wetlands as sink (and source) of pollutions, climate change problem, 
and wetlands as habitat for rich biodiversity. 

With the aim of attaining higher levels of social welfare and improving peo-
ple’s quality of life, the government has arranged a specific program for constructing 
a dam on Choghakhor Wetland which leads to adverse effects on the environment of 
the wetland. 

2. The Case Study Area 

Choghakhor Wetland is the largest, unique wetland in Chahar Mahal and Bakhtiari 
province; it is the habitat of most of the immigrant and endemic species of the prov-
ince. As a result of human activities (especially the construction of dam on the wet-
land), it became so fragile and sensitive that during the recent years many valuable 
species became endangered by extinction and destroying. Some of the land uses of 
Choghakhor Wetland which cause environmental problems are the water intake for ir-
rigations (and other purposes), the increasing dam’s height, boating and incretions; 
the interaction of these conflicting factors causes disorder in Choghakhor Wetland’s 
bio-system. 

Before the dam had been constructed, the extent of water coverage, in the 
heaviest rainfall season of the year, was 700 to 1000 ha, and most of the edge lands 
and also the wetland itself were covered with aquatic plants, especially Junicus. But 
since 1999, when the Choghakhor dam was constructed on the exit of the wetland, the 
water volume increased so that the extent of water coverage, in the heaviest rainfall 
season of the year, changed to 1500 ha; the volume of water intake is estimated to be 
around 45*106 m3, which causes fundamental changes in macro-benthos of the wet-
land (Document p120 1996). 

The Choghakhor Wetland is located 2270 m above sea level and its geographi-
cal coordinates are: 31˚54΄17˝N to 31˚56΄31˝N and 50˚52΄40˝E to 50˚56΄14˝E 
(Document p120 1996). 

Before the dam construction, the deepest part of the wetland in the heaviest 
rainfall season of the year was 1.5 m, that changed to 6 m or even more afterwards. 
Water sources of the wetland are mostly the rainfall and high water springs (such as 
Sibek, Tange Siah, Zoordegan, Oregan, Saki abad, Galoogerd) which are located in 
the west and south part of the wetland. Surface flow has only a small share in the wa-
ter supply of Choghakhor Wetland (Document p120 1996). 
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3. Materials and Methods 

In order to survey macro-invertebrates of the wetland, including Oligochaeta, Chi-
ronomidae and Gammaridae, six sampling stations selected along the water course 
from the source to the mouth of Choghakor Wetland were surveyed from October 
1995 to September 1996. Each station was sampled 4 times (or more). To obtain 
quantitative samples of benthic of macro-invertebrate, an Ekman dredge sampler 
(225 cm2 opening surface) was selected. This kind of sampler has been widely used 
both in routine surveys and for detailed benthos sampling programs, as recommended 
by the Fishing Research Institute of Iran for quantitative sampling of the sites. 

In order to sample the benthic species, a very large area of the wetland needs to 
be sampled, but this was difficult in practice because of unfavorable weather condi-
tions: freezing and local winds. A compromise was therefore sought, and some sam-
ples were taken which were considered to provide reliable and representative data. 
During sampling sessions at the wetland stations, air and water temperature, depth of 
water, electric conductivity and pH were recorded. 

Also, the water samples were being moved to the laboratory for an analysis of 
macro-benthos species. Preliminary sorting of macro-benthos samples in the labora-
tory was carried out on the same day the samples were taken. To obtain the biomass 
of macro-benthos species, first they were dried, and then the macro-benthos species 
of the same family were weighted separately by using the 0.0001 sensitive weights. 
Having the total number, average weight of macro-benthos species was obtained to 
determine biomass weight per m2. 

4. Results 

Considering the obtained results of biological and physico-chemical characterization 
of Choghakhor Wetland and applying the five criteria of birds (18/25) (Evans 1994), 
fish (17/25) (Coad 1995, 1996), threatening factors (27/50) (Hassanzadeh Kiabi et al. 
2004), social-economical problems (18/25) (Department of Environment 2001, Has-
sanzadeh Kiabi et al. 2004) and conservation (0/15) (Majnoonian 2000, Cosslett 
2000), Choghakhor Wetland has 80 scores of the 140 total scores, and got the 8th pri-
ority among all the others. In fact, this classification shows the potential strength of 
Choghakhor Wetland to have environmental management plan. Implementation of 
environmental management plans needs favorable and desired context, as to both the 
internal and external conditions of the wetland. Regarding Choghakhor Wetland, the 
external conditions do not work in the same direction as the internal conditions and 
factors. 

Analyzing the investigations on the five criteria and Choghakhor’s score, and 
then the priority and classification of every of them, we concluded that the dam con-
struction and water intake are the most threatening factors which ruin Choghakhor’s 
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biodiversity and habitat diversity of this resource. The hydrological regime of 
Choghakhor has been significantly modified through the construction and operation 
of the dam. The biological and physico-chemical characterization of the wetland is 
summarized in Table 1. 

Table 1 
Biological and physico-chemical characterization of the Choghakhor Wetland 

 Fall 1995 Winter 1995 Spring 1996 Summer 1996 

Air temperature (°C) 13.7 -4.7 20.1 27.5 

Water temperature (°C) 10.7 5.2 16.3 23 

Water depth (m) 1.9 2.5 3.1 2.5 

Electric conductivity (µS) 373 247 233 214 

pH 8.6 8 8.27 8.3 

Oligochaeta (g/m2) 2.966 8.78 1.67 0.242 

Chironomidae (g/m2) 0.274 0.593 0.2 0.0027 

Gammaridae (g/m2) 0.248 0 0.106 0.00051 

The table shows that different sites of Choghakhor are not the same regarding 
macro-benthos species abundance and its biomass. This depends on environmental 
conditions, such as air and water temperature, or water depth. As the table shows, the 
dominant macro-benthos species of Choghakhor Wetland is Oligochaeta, constituting 
90% of the benthos biomass, which lives in places where there is high concentration 
of organic pollution. The organic pollution of Choghakhor is a result of adding fertil-
izers and chemicals to water for the needs of fishes introduced to Choghakhor after 
the dam construction. 

Trends of each macro-benthos biomass constituent and biological and physico-
chemical factors measured are shown in Figs. 1-3. 

The graphs show that the macro-benthos biomass rate decreases significantly in 
spring which can be a result of increasing temperature and the utilization of macro-
invertebrate benthos by the wetland fishes, especially Cyprinidae.  

According to the graphs, it can be concluded that some factors, such as tem-
perature or a kind of bed, are in a very close relation to the increase in abundance of 
benthos species, and every change in these factors leads to a change in macro-
invertebrate benthos. 

We concluded that investigations on wetland, integrated with benthic macro-
invertebrate communities, could provide the basis for a robust monitoring of wetlands 
as a water habitat. 
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Fig. 1. Trends in Oligochaeta concentration and studied physico-chemical factors. 

Biological and physico-chemical characterization and assessments made in this 
study, using macro-invertebrate benthos and other factors, showed some advantages 
over chemical analyses that may not overpass analytical limits, and may not identify 
many potential interactions of substances. Because of these shortcomings, a huge 
number of contaminants of this wetland have remained undetected and this has to be 
taken into consideration, at least by assessing their impacts on the aquatic life. 

The effects of human’s activities on the natural resource such as wetlands have 
to be considered in a long term, because accurate consideration is impractical in short 
term. In the wetland there are habitats that are ecologically important and contain 
many valuable species of flora and fauna, which plays a major role in water life cy-
cles and fisheries resources. In Iran, as well as in many other countries around the 
world, there is sometimes a lack of  basic data and information. 

Construction of dams, parallel with other developmental activities and trans-
formations of the natural pattern of the wetland, brought many limitations and points 
of stress into its natural system.  For example,  wetlands play a very important role  in 
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Fig. 2. Trends in Chironomidae concentration and studied physico-chemical factors. 

 

the natural carbon cycle, both as an absorbing sink and an emitting source of CO2 . 
Unfortunately, the land use changes, wetland conversion and over-utilization of these 
resources create an imbalance in the flow of CO2 and the amount of carbon reserved 
in the living and dead plant coverage of wetland. This also alters the habitats location 
of some species, specially the less tolerant ones (or extinction of low-tolerant ones). 
Some of the most important adverse effects of dam construction on Choghakhor Wet-
land that this study reveals are: 

• Change from wetland to lake condition (construction of a dam on the wetland 
causes an increase in the water height to 6 m or more in some areas of the 
wetland); 

• Release of nutrients in the water; 
• Effects on plankton and aquatic animal and plant populations (effects on 

aquatic biodiversity and its changes); 
• Changes in downstream water physiochemistry. 
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Fig. 3. Trends in Gammaridae concentration and studied physico-chemical factors. 

Although since 1999 Choghakhor has been announced as a hunting-restricted 
zone to be better conserved and to be subject to proper management, it seems that this 
wetland, not being in the Ramsar Convention yet, has great problems regarding its 
conservation. There is no environmental management plan for Choghakhor Wetland 
yet. This causes not only  the lack of wise operation, but also the fact that this wetland 
is even out of its main function as a wetland and changes to a lake now. The dam con-
structed on the wetland caused an increase in the water height to 6 m and more in 
some areas, which is the harshest factor threatening the wetlands creatures, and 
causes fundamental changes in macro-benthos, diminishing the habitat and changing 
its biodiversity.  

So, as a result of this study it is strongly suggested to organize a working group 
consisting of environment assessor and environment manager, botanist, zoologist, 
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geomorphologist and other experts in order to do basic scientific research on the wet-
land. Also, it is suggested to assess both long-term and short-term effects of human 
activities on these natural water resources. 

5. Conclusion 

The biological condition of wetland is influenced and determined by multiple chemi-
cal, physical and biological factors, both in water and sediments. An inappropriate re-
liance on only physico-chemical and biological properties of the water may underes-
timate aquatic ecosystem impacts. In fact, the investigation and monitoring of the wa-
ter may assess only point sources of pollution and not the water resource condition. 
The present study showed that physico-chemical and biological measurements of the 
water must be undertaken to evaluate all relevant stressors to the aquatic life. The ap-
proach proposed in this paper is to use the biotic index, that excludes temporary dis-
turbances; this constitutes a useful tool to provide more detailed information about 
changes in aquatic life conditions. 
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Abstract  

An automatic calculation of eddy viscosity fields for 2-D horizontal hydro-
dynamic model of Szczecin Bay is discussed. Two methods for turbulent diffu-
sion coefficients are applied – Peclet formula and Smagorinski model. Both are 
used for steady flow simulations on FEM network in Szczecin Bay. The results 
of simulation indicate some strength of Smagorinski model over Peclet one in 
terms of flexibility for describing complex flow conditions. Also mixed formu-
lation has brought interesting results concerning presence of eddy vorticity.  

1. Introduction 

In numerical simulations of hydrodynamic phenomena in shallow water basins, cur-
rents and tracers cannot have smaller structures than the model grid step. All the ed-
dies whose size is smaller than grid step are treated as turbulent diffusion. This 
problem, called the turbulence closure, is discussed here in application for 2-D hori-
zontal model of Szczecin Bay. The turbulence closure methods usually have their 
own parameters, called diffusion coefficients, that are variable in space and time. In 
the paper, horizontal diffusion (viscosity) is alternatively taken as constant and as a 
function of velocity field and element size (Peclet and Smagorinski formulation). The 
Peclet and Smagorinski methods allow for dynamic adjustment of eddy viscosity 
(EV) in computed flow, thereby they are discussed here as a promising yet cheap so-
lution for 2-D depth-averaged flow. 



 

 
2. Approach and methods 

Surface water flow phenomena in shallow waters are described here using the depth-
averaged version of the Reynolds-Avaraged-Navier-Stokes (RANS) method. It de-
composes the total solution in two parts: an averaged solution and superimposed fluc-
tuations. Only the effect of these fluctuations on the average solution is modeled with 
an eddy-viscosity model. The main role of this model is to remove energy from the 
resolved scales by modeling the unresolved stress so that the dissipative effect is well 
captured. In the momentum equations of RANS the non-linear terms ( )i ji ju u u uρ −  
of the Subgrid Scale Stress tensor (SGS) have to be closed. The two relatively simple 
closing methods are discussed here and compared in application to the Szczecin Bay 
steady flow problem: the Peclet method and the Smagorinski model. Their main task 
is to model the effect of the neglected scales on the resolved ones during the whole 
simulation of flow in the given numerical schematization. 

The Smagorinski method is based on two main premises: the isotropic part of 
Reynolds stresses ( i ji ju u u uρ − )  can be neglected due to incompressibility effects in 
the SGS fluctuations and the deviated part τij is expressed by eddy viscosity concept: 

12
3

iji j ij t iju u S kτ µ δ⎛− ≡ = −⎜
⎝ ⎠

⎞
⎟  (1) 

where ijS  is the resolved strain rate tensor of the filtered velocity (Eq. (2)), 

( )2 2 2
1 2 31 2 1 2i ik u u u u u= = + +  is the kinetic energy of turbulent motion per unit 

mass, and δij    is the Kronecker delta (= 1 for i = j, = 0 otherwise). 

1
2
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⎛ ⎞∂∂
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⎟⎟  (2) 

The eddy viscosity coefficient µt , is obtained directly, based on assumption that small 
scales tend to be more homogeneous and isotropic than the large ones and modeling 
errors should not affect overall accuracy of the simulation, since the subgrid-scale 
stresses only account for a small fraction of the total stresses and turbulent transport. 
An algebraic model for eddy viscosity coefficient µt is approximated as follows: 

( )2*
t SCµ ρ θ= ∆ S  (3) 

where θ is a damping function, ∆* is the filter width, Cs the Smagorinski constant and 
2 ij ijS S S= . To complete the definition of the SGS viscosity, it is necessary to spec-

ify the grid filter. For unstructured FEM meshes, there are no reliable criteria to de-
fine the width of the filter and the mesh element size ∆ has been selected. 
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 The disadvantage of Smagorinski model is that the CS constant is problem de-
pendent, usually varying in the range of 0.055<CS<0.25. Additionally, to avoid diffi-
culties near solid boundaries the model needs special treatment: the sub-grid viscosity 
is forced to vanish there by applying in Eq. (3) a damping function (Eq. (4)), which 
narrows the filter width near the boundaries: 

(1 b bd Aeθ −= − )  (4) 

where Ab is a constant (e.g. Ab = 30) and db is the “distance” from the nearest bound-

ary, 
ν
*

eb
udd = , with de – distance from the center of an element to the boundary, u* 

– the shear velocity ( /bτ ρ ), ν – kinematic viscosity. 

The modified Smagorinski formula has been incorporated into mathematical 
description of 2-D hydrodynamic model RMA2 (Donnell et al. 2003) that was used 
for Szczecin Bay. The RMA2 code calculates horizontal flow-velocity components 
and water levels (water-surface elevations) for sub-critical, free-surface flow, imple-
menting a finite-element solution of the Reynolds form of the Navier–Stokes equa-
tions for turbulent flows. The governing equations of the system can be given as 
follows:  
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with several variables given below: 
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where: t,x,y = time and Cartesian coordinates; u,v = depth-averaged x,y = velocities; 
h = local depth; Zw = water surface elevation, xyyyxx ,, τττ = components of the tur-
bulent stress, τsx, τsy = components of wind stress at the free surface, τbx, τby = friction 
stresses at the bottom of water column, ρ = water density, ρa = air density, n = Man-
ning’s roughness coefficient, ς = wind drag coefficient, W = wind speed at 10 m 
above sea level, f = Coriolis parameter with ϕ as local latitude and ω as rate of earth’s 
angular rotation, Ex, Ey = horizontal eddy viscosities. 

Neither bed roughness nor turbulent exchange can be measured directly in the 
field, but they can be inferred from measurements of flow, water level, and velocity. 
Different zones have been defined in the Szczecin Bay to make possible different dis-
tribution of modeling parameters – bed roughness and turbulent exchange coefficients.  

At first approximation, eddy viscosities were assigned directly to elements in 
material zones, but greater consistency and flexibility is obtained within RMA2 by 
assigning eddy viscosities to elements on the basis of the Peclet formula, in which the 
Peclet number Pe is inversely related to the eddy viscosity as:  

2 2 2 2

, , ,V D V
xx yy xy yx

e e e

u x v y u s x s v s y sE E E E
P P P P

ρ ρ ρ ρ∆ ∆ ∆
= = = = D

e

∆  (9) 

where: ( )1/ , 1/V Ds u v s x y= + = ∆ + ∆ , ∆x, ∆y – size of an element along X,Y axes.  

The horizontal eddy viscosities given in general shape by Eq. (8) are now ex-
pressed in terms of mean flow quantities: 
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 (10) 

The Peclet method allows for automatic real time adjustment of eddy viscosity based 
upon the computed averaged velocity field and individual size of each finite element. 

In the second stage of computations for flow in Szczecin Bay, the eddy viscosi-
ties have been based on a parameterization of the Smagorinski method that also pro-
vides real time adjustments of eddy viscosities based on simulated velocities. Taking 
into account results given by Eqs. (1)-(4) and isotropy of the Smagorinski model, the 
horizontal eddy viscosities from Eq. (8) are now expressed as: 

2 ,x yE T u E T v= ∇ = ∇  (11) 

where (for a finite cell of area Ae) the factor T is given from Smagorinski model as: 
22

2s e
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x y x y
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The strength of this method over the Peclet method is that it takes into account the 
gradients of velocity to determine the appropriate turbulence coefficient to meet con-
ditions in the hydrodynamic simulation. A Smagorinski turbulence approach locally 
increases the fluid viscosity in regions where unresolved flow features are detected, in 
order to model the energy dissipation of small-scale vortices. There is certain contro-
versy concerning application of this model on anisotropic computational meshes, but 
here the issue has been omitted from consideration.  

3. Results of simulations 

A special version of the hydrodynamic model of Szczecin Bay was developed spe-
cifically for investigation of hydrodynamic and transport phenomena near the 
Szczecin-Świnoujście watercourse. The Surface water Modeling System (SMS) was 
applied to create FEM network of Szczecin Bay including the Szczecin-Świnoujście 
waterway, and for post processing and displaying hydrodynamic simulation (Ewer-
towski 2006). Two cases were simulated in steady flow regime: the outflow from 
Odra river and the inflow of seawater through Piana, Świna and Dziwna straits. Wind 
activity has been excluded from simulation. For each case the hydrodynamic parame-
ters have been calculated for both turbulence closure methods. Results of dynamic as-
signment of eddy viscosity by both methods are shown in following figures. First, 
Fig. 1 shows eddy viscosity field obtained from Peclet method. 

 

 
Fig. 1. Distribution of eddy viscosity from Peclet method and CGS lines. 
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 In Fig. 1 the Continuity Lines (CGS) are marked. Along these lines one can ob-
tain longitudinal profiles of given quantity and check the continuity of mass, flow and 
momentum for given solution. The next picture, Fig. 2, presents the eddy viscosity 
(EV) field produced by the Smagorinski method, applied for the whole Szczecin Bay. 

 

 
Fig. 2. Distribution of eddy viscosity from Smagorinski method. 

 
 Velocity fields presented in Fig. 3 have been calculated for two cases: on the 
left – for outflow of Odra River flow into the Baltic Sea, and, on the right – for inflow 
of water from the Baltic into Szczecin Bay. This is an enlarged part of HD solution 
concerning the vicinity of First Waterway Gate near the entrance of Piastowski Chan-
nel. 

      
 
Fig. 3. Flow velocity fields (Smagorinski case) at entrance for outflow (left) and inflow (right). 
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 The situation depicted in Fig. 4 for the same area results from using the mixed 
approach (Peclet + Smagorinski). Here Smagorinski model has been used for the Wa-
terway area while the Peclet method for material zones bounding the underwater 
channel. 

 

  
 

Fig. 4. Mixed mode of EV assignment and flow velocity field at entrance to Szczecin Bay. 
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Fig. 5. Comparison of Peclet and Smagorinski EV assignments along Szczecin-Świnoujście 
Watercourse. 

Results of simulation (EV fields, velocity magnitude, etc.) can be compared along all 
continuity lines (Fig.1). An example of such comparison (and significant for all fur-
ther analysis) is the profile of EV along the Waterway (TW CGS), given in Fig. 5. 
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4. Discussion and conclusions 
Szczecin Bay system is characterized by high flow velocities in narrow channels and 
straits (which may exceed 1.5 m/s), and very low flow velocities on open flat areas. 
These flow conditions give rise to large secondary re-circulation patterns. Both meth-
ods of turbulence closure have been carefully tested using several sets of parameters 
(Peclet numbers and Cs coefficients). The goal of the process was to achieve consis-
tent and stable solutions for possible small effective eddy viscosity. Flow simulation 
results from Peclet method indicate that depth-averaged velocities simply parallel the 
curvature in the basin shoreline. In contrast, using Smagorinski model, one can obtain 
flow patterns accounting for complex flow structures or significant velocity varia-
tions. Longitudinal profiles of EV along Szczecin-Świnoujście Watercourse obtained 
by both methods (Fig. 5) differ significantly from each other, despite that velocity 
magnitudes along the same route are very similar. This indicates the tendency that EV 
calculated by Smagorinski model is much more independent of the size of element 
compared to Peclet method. This is especially visible when comparing EV distribu-
tion in flat areas of Szczecin Bay (Figs. 1-2). For Peclet method, EV is much higher 
there. 

Introducing the Smagorinski model for Szczecin Bay has been done step by 
step for consecutive material zones. Although parameter estimation converged while 
simultaneously estimating the Manning’s n coefficients and the Smagorinski-related 
parameters, numerical instabilities arose in the transfer of these parameters to the next 
material zone. Thus an iterative procedure has been implemented for achieving com-
pletely stable solution for all material zones. 

The strength of the Smagorinski approach is that the model can be applied to 
only the smallest of the resolved scales. This results in better performance of this 
method, as it mimics the physics of water turbulence better than Peclet method. On 
the other site, the mixed approach of estimating EV by Smagorinski and Peclet 
method gives an opportunity to obtain very complex flow velocity field in some areas 
of interest. For example, in the vicinity of Piastowski Channel entrance into Szczecin 
Bay (First Waterway Gate) the mixed method produces a region of high horizontal 
vorticity (Fig. 4). 
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Abstract  

The spread of a passive contaminant in an open-channel reach is considered 
with use of a two-dimensional advection-diffusion equation with the off-
diagonal dispersion coefficients included. This paper presents the calculation of 
truncation errors, namely numerical diffusion and numerical dispersion for 
various finite-difference schemes. The accuracy of the considered finite-
difference approximations is analysed by deriving and studying the relevant 
modified partial differential equation. 
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Abstract

This paper presents a flood risk analysis of the Warsaw reach of the Vistula river
(Poland). We argue that any model of urban area has to be evaluated and calibrated
using local performance as well as global measures.

In this particular flooding estimation problem, the main challenge lies in the very
limited amount of available calibration data. This was overcome by an extensive
survey of the river channel and floodplains geometry and application of a model with
a simplified flow dynamics description, corresponding to the scarcity of data.

Calibration of the model is based on observed water levels during the flood event
in July 1997. Simulations are performed for 10 different events with a specified value
of probability of reoccurrence (including uncertainties) estimated by the Institute of
Meteorology and Water Management in Warsaw. By combining information about
model uncertainties and event occurrence probabilities, it was possible to produce
a spatially distributed uncertainty of prediction of water levels along the river reach.

1 Introduction

In this paper we outline a methodology for assessment of risk from flooding for urban areas
and, in particular, estimation of probability of inundation along the Warsaw reach of the
Vistula River. Risk is defined here as the probability of flooding in certain areas multiplied
by the cost of the possible damage due to flooding. Urban areas are characterised by a large
variability in the costs of flooding. Thus it is necessary to estimate the spatial distribution
of probabilities of flooding along the river reach. For example, infrastructure or buildings
will show more damage than green areas along the river banks. This indicates the necessity
for assessing risk on a local rather than global scale.

All flood protection measures should be related to an analysis of flood cost, which
combines the estimate flood inundation probability field with an economic losses model.
There are different possible approaches to the problem of the estimation of probability of
flooding and the cost evaluation. One approach, presented by Dutta et al. (2003), consists
in the application of a deterministic hydrologic basin model combined with a unit flood
loss model.



We present here a stochastic methodology to the evaluation of river overflow risk, as
a primary element of risk assessment, with a special focus on the significance of a local
approach. In order to estimate the risk from flooding, we derive a probability from flooding
which in turn requires application of a distributed flood routing model. As the process of
flooding is non-linear, the model structure should reflect this nonlinearity. In this work
we have used the 1D flood model with simplified dynamics. Model calibration and proper
uncertainty analysis were performed following the Generalised Likelihood Uncertainty
Estimation (GLUE) methodology introduced by Beven and Binley (1992).

2 Approach and methods

2.1 The GLUE methodology

The basic assumption of the GLUE methodology [Beven and Binley (1992)] is that in
the case of over-parameterized environmental models a unique solution of the inverse
problem is not possible to achieve because of the lack of data. There can be many dif-
ferent parameter sets which provide reasonable results. Therefore, calibration should con-
sist of the estimation of the multidimensional distribution of model parameters. For such
analysis, the Bayesian formula is used:

f (θ\z) =
f (θ) L (z\θ)

L (z)
(1)

where z is the observation vector, f (θ\z) is the posterior distribution (probability density)
of the parameters conditioned on the data, f (θ) is the prior probability density of the
parameters, L (z) is scaling factor and L (z\θ) represents the likelihood measure based on
the theoretical information on the relationship of z and θ. On the basis of information on
the prior distribution of model parameters, which comes from the knowledge of physical
structure of the modelled process, it is possible to estimate the posterior distribution of
parameters. Assuming that the prior distribution of model parameters is related to an
uncertainty introduced to the model, the posterior distribution will provide information on
the uncertainty of the model results.

It is important to note that as equation (1) is defined over the specified parameter
space, parameter interaction will be implicitly reflected in the calculated posterior distri-
bution. This feature is especially important in the case of spatially distributed models,
where parameters are very interdependent. The marginal distributions for single parame-
ter groups can be calculated by an integration of the posterior distribution over the rest of
the parameters as necessary.

The essential element of the GLUE is a practical determination of the likelihood mea-
sure L (z\θ). In this paper it was assumed that it is proportional to the Gaussian distribution
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function:
L (z\θ) ≈ e(z−zsim(θ))2/δ2 , (2)

where z is the water level from observations, zsim is a computed water level and δ2, as the
mean error variance, determines the range of distribution function. It is important to note
that in the GLUE methodology a subjective control of the distribution width is allowed.
On the basis of posterior likelihood values, the distribution of simulated water levels can
be evaluated and subsequently used to derive spatial probability maps of risk of flooding
in the area.

The model parameters space is sampled using the Monte Carlo method. It is impor-
tant to note that the prior distribution ( f (θ)) of parameters is introduced at this stage of
processing. It takes the form of the probability function used in the number generator and
sampling ranges. A number of model realizations that have to be taken depend on the
unimodality of the resulting distribution.

2.2 Application: Warsaw reach of the Vistula river

2.2.1 Study area

The 36 km long Warsaw reach of the Vistula river starts from the Nadwilanowka river
gauge and ends before the Vistula’s tributary Narew. Due to its glacial past, the upper part
of this reach forms the so called ”Warsaw corset”, where river width decreases rapidly
from 7500 m at 507 km to 600 m in Warsaw (514- 516 km). The mean annual discharge
at the Nadwilanówka gauge is 573 m3s−1. This part of the river valley is highly urbanized
and embankment systems are situated on both river banks along the whole reach length.
The floodplains consist mainly of a diversified vegetation cover and only small parts of the
left bank are protected with solid cement constructions. From the flood protection point
of view, the tree rich habitats which exist along the whole right bank possibly play an
important role – this is seen especially in the variation of roughness coefficients.

Low flows are regulated by a system of replying spurs, which also contributes to an
increase of water levels during freshets. The character of flood-endangered city areas is
diversified along the river reach. Generally, upstream parts of the reach are densely popu-
lated and downstream parts consist of a dispersed development; however each part differs
significantly. On the right bank large housing complexes exist in the direct neighbourhood
of embankments and such areas are considered as especially endangered.

There were just a few works published on flood modelling of the Warsaw reach of
Vistula. Kuźniar (1997) estimates water surface levels for 500-year flood event and com-
pares it with historical observations [Kuźniar (1997)]. Hydroprojekt Warszawa developed
a complex program of flood prevention for the middle Vistula, in which a 1D steady-state
flow model was used to assess flood inundation zones [Hydroprojekt (1999)]. Nowadays
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Fig 1: Landsat image of Warsaw with marked urban and green areas (landsat.usgs.gov)

this assessment is used in the majority of administration proceedings. Both approaches
are deterministic, so the estimated flood risk zones do not reflect the uncertainty of the
model parameters and its boundary conditions [(Romanowicz et al., 1996, Romanowicz
and Beven, 2003 )].

2.2.2 Flood routing methods

The coarse element flood inundation model developed by Romanowicz et al. (1996),
was chosen for the purpose of this research. Its formulation is similar to the quasi-two-
dimensional model of Cunge (1975). According to this concept, a river valley can be
seen as a system of interconnected storage cells and it is assumed that there is a unique
relationship between the storage of each cell and the water surface level, as well as the
cross-section/water level and hydraulic radius/water level relations at the boundaries of
each cell. These functions can be derived from river and floodplain geometric data in
the form of look-up tables. Assuming that the flow builds up slowly on the floodplains
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and hence storage and resistance terms are more important than inertial and acceleration
terms in the flow equation, it is possible to describe water exchange between neighbour
cells on the basis of these geometric functions applying the Manning-Strickler resistance
laws. Whilst in more common flood routing models a geometric representation of the
channel and the floodplain is scoped to the cross-sections, this model may incorporate
more accurate spatial information about the river and floodplain geometry in the form of
the storage-water level functions.

In its original version, this model gives a quasi-2D description of the flow routing
process. The river is usually divided into three types of storage cells, representing different
active zones: main channel, and left and right floodplains. In the present research only the
flow between embankments was considered and there was no need to use such a detailed
description. Therefore, a 1D version of the model based only on the cells responsible
for the main channel was applied. In result of this simplification, an increased model
computational performance was achieved. In this form, the model was implemented in the
Matlab Simulink iconographic language.

2.2.3 Data

TIN DTM from aerial imaging and about 78 channel cross- sections constitute the basis
for the representation of the river valley topography. Measurements of the channel were
carried out by Wierzbicki et al. (1999). They provide very useful information for this
research. The DTM on a regular grid of 20x20 [m] resolution was prepared in order to
integrate the elevation data. The evaluation of model functions from elevation data of this
type gives similar advantages to using a finite element model, because it is possible to
include spatial diversification not only at a cross-section, but also between cross-section.

Model cells were assigned according to the location of the 78 cross-sections, which
gave 77 sub-reaches. For each model cell it was necessary to evaluate the relationship
between the hydraulic radius/water level and area/water level values at the closing cross-
section and cell storage functions in the form of water level/volume relation. All geometric
functions were written in the form of look-up tables.

The upstream end of the river reach was placed at the Nadwilanówka river gauge. This
enabled the use of water level observations from this station as the upper boundary con-
dition. It was important because it was the only cross-section in the whole reach where
a discharge rating curve was available. Additionally, estimates of the probability of oc-
currence of flood discharges are available for this river gauge. In this study, the discharge
values of probability of exceedence of 0.001 - 9960 m3s−1 estimated by IMGW (2001,
40 year observation period 1921-1960), and 0.01 - 6786 m3s−1 estimated by Wierzbicki
(2001, 50 year observation period 1948-1997), were used.
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The water surface elevation profile of the flood event of July 1997 was used for model
calibration. These data themself provide a very good representation of the river system
during flood events. The only important problem was that there was no unique estimate
of the maximum discharge available. In 1997, IMGW estimated it as 5150 m3s−1 but
this value seemed to be exaggerated. Later, in 2001 Wierzbicki estimated it for just 4300
m3s−1. In this work, inflow discharges (the upper boundary condition) were considered as
one source of the model uncertainty. The water surface elevation profile of the flood event
of July 1934, corresponding to an estimated discharge of 5348 m3s−1, was also available.
This profile refers to the 10 km river reach, from the Nadwilanówka gauge (504) to the
Poniatowski Bridge. These data were used for model verification. A map of the area is
shown in Fig. 1.

3 Results

Model calibration is the most important stage of the flood risk assessment. It was assumed
that uncertainty introduced to the model by elevation data was much less important than
uncertainty related to the estimation of roughness parameters and boundary conditions.
Therefore, Monte Carlo simulations were made for two kinds of parameters. The first
ones were roughness parameters at storage cells and the second one was the downstream
boundary condition in the form of the water slope at the end of the river reach.

Because there was no a priori information on the parameter distribution, a uniform
prior distribution was assumed [Beven (2001)]. After an initial sensitivity analysis of
the model performance using different parameters sets, the following parameter ranges
were chosen for the MC simulations using uniform priors: Manning roughness coefficients
0.02 − 0.16 and water slope: 1.3192 ∗ 10−4

− 8.7950 ∗ 10−4. Wide range of roughness
coefficients, which exceeds values normally observed in a river, is justified by the need of
including uncertainty in other inputs like the channel geometry.

The first factor is particularly important for setting ranges of roughness parameters,
as unreliable roughness values may provide unjustified model results under a different set
of boundary conditions. Because the number of Monte Carlo simulations was restricted
to 1000 for the sake of computation time, the parameter range had to be kept as small
as possible while including the expected best values. The choice of these parameter range
limits was based on the results of the preliminary exploration of the shape of the likelihood
response surface and the results of sensitivity analysis.

Initial Monte Carlo runs were performed for freshet flow conditions corresponding to
observations from 1997. Following the GLUE methodology, posterior likelihood values
for each model run were evaluated based on the errors between the observed and simulated
water levels at each cross-section. These likelihood values were used to estimate the pos-
terior distribution of parameters used in further simulations. Main model runs were made
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for 10 hypothetical flow events of known probability of occurrence.
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(a) Crossection near the Poniatowski bridge

0 100 200 300 400 500 600 700 800 900 1000
75

80

85

90

 ^ Observations 4300 m3s−1

Cross−section at the 516 river km
Probability of reaching certain water levels

Width [m]

H
ei

gh
t [

m
]

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

(b) Crossection near the Gdanski bridge
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(c) Crossection near the Grota-Roweckiego bridge
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(d) Crossection near Łomianki

Fig 2: Probability of reaching certain water levels

Computational results for selected cross sections (at 505, 512, 519, 533 km) are shown
in Figs. 2a-d. Figure 3 presents the estimated water surface profile for a 1 in 500 years
event (Q=8833 m3s−1), together with 0.95 confidence bands shown as a shaded area. There
are also shown embankments, the right marked by crosses and the left marked by circles.

4 Conclusions

This paper describes the derivation of flood inundation maps for the estimation of the
risk from flooding in the Warsaw reach of the Vistula River, Poland. A Generalised Likeli-
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Fig 3: 500-year water surface profile, 95% confidence band

hood Uncertainty Estimation (GLUE) approach is applied together with SIMULINK based
nonlinear flow routing model to derive the probability of flooding of areas along the river
floodplains. The model was run for two sets of inflows, with the probability of occurrence
equal to 0.001 and 0.01, respectively. The resulting longitudinal profile depicting the dif-
ferent probability of flooding along the river reach (Fig. 3) should be used together with
the map of cost of infrastructure in the area, to build maps of risk from flooding. This can
also be combined with the structural risk analysis to identify the embankment areas under
the highest risk of breaching and urban area flood inundation model to develop detailed
urban risk maps.

Acknowledgments

This work was supported in part by grant 2 P04D 009 29 from Ministry of Higher
Education and Science.

References

Beven K. How far can we go in distributed hydrological modelling? Hydrol. Earth Syst.
Sci., 5(1):1–12, 2001.

Beven K. and Binley A. The future of distributed models: model calibration and uncer-
tainty prediction. Hydrol. Process, 6:279–298, 1992.

Cunge J. A. Two-dimensional modelling of flood plains, in K. Mahmood & V. Yevje-
vich (Eds.) prediction. Water Resources Publications, Fort Collins, Colorado, 705–762.

Marzena
Tekst maszynowy
64



Dutta D., Herath S., and Musiake K. A mathematical model for flood loss estimation.
Journal of Hydrology, 277:24–49, 2003.

Hydroprojekt. Kompleksowy, regionalny program ochrony przeciwpowodziowej dorzecza
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Abstract  

The study presents the results of hydraulic overfall calculations regarding se-
lected weirs. Calculations were carried out with traditional formulas using ap-
propriate discharge coefficients. Then, they were compared with the results of 
numerical calculations regarding the same devices, treated as a special kind of 
cross section with an appropriately selected Manning’s roughness coefficient. 
The analysis presented regards overfalls in the submersion conditions, which al-
lows for calculation of non-uniform motion in subcritical flow conditions. Pos-
sibility of simplifying the structure of the numerical overfall model presented in 
the study by means of maintaining the continuity of the algorithm is of signifi-
cant importance while carrying out hydraulic calculations of a developed flow 
section. 

1. Introduction 

Modelling hydraulic flow conditions in natural water-courses, containing weirs, re-
quires introduction – into the calculation algorithm – of formulas describing depend-
ence of the discharge on the filling. These are usually different from typical riverbed 
water motion equations, which disturbs and complicates functioning of the mathe-
matical model of the entire section. 

In many cases of practical submerged overfall calculations, correct results may 
be obtained, treated as a ‘multi-arm’ riverbed cross-section (the number of ‘arms’ cor-
responds with the number of spans of the weir modelled) of appropriately selected 
roughness coefficient. In the case of modelling of hydraulic operating conditions of 
existing objects, the value of the resistance coefficient may be obtained by tarring the 
model based on the results of water surface system levelling (Kuźniar 1996). Such an 
attitude allows for application of a typical hydrodynamic type of discontinuities. 
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The following three characteristic cases of practical calculations of weir dis-

charges have been brought down to comparing the course of top station consumption 
course – calculated with formulas appropriate for a given type of overfall and water 
motion in open riverbeds generated with the hydrodynamic model. 

2. Characteristics of calculation cases 

Calculation cases presented in this study have been derived from designs of Polish 
hydrotechnical objects in the last few years. Selection of analysed overfalls has not 
been accidental. Each object serves a different purpose, has different geometric pa-
rameters and operates in different hydrological conditions. 

Reservoir ‘Kuźnica Warężyńska’ lies in the basin of Czarna Przemsza. Its pri-
mary aim is the flood protection. It was developed with the use of the excavation 
bowl of a former sand mine. The outlet weir analysed herein is a three-span structure 
provided with flap seals 3 metres wide each (Fig. 1a). It is used to control the overfall 
intensity carried away from the reservoir (Matyńka et al. 2003). 

Fig. 1a. Weir ‘Kuźnica Warężyńska’ characteristic cross-section. 
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Fig. 1b. Scheme of calculation the cross-sections and results of calculations for object
‘Kuźnica Warężyńska’. 
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Weir ‘Bukówka’, located on river Bóbr, belongs to hydrotechnical system 

‘Krzywaniec-Dychów-Raduszec Stary’. The object is currently being modernised to 
improve operating conditions, by replacing 8 spans with two 37.20 metres wide each, 
provided with coating seals. The ‘Bukówka’ weir purpose is to maintain constant 
backwater at the small reservoir for energy-related purposes (Fig. 2a) (Matyńka et al. 
2005). 

Fig. 2a. Characteristic cross-section of weir ‘Bukówka’. 
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Fig. 2b. Calculation scheme of cross-sections and results of calculations for object ‘Bukówka’. 

The third object considered is the designed ‘Nieszawa’ weir. Its primary func-
tion is to support the existing ‘Włocławek’ dam on the Vistula River and compensate 
flow deviations resulting from top and emergency operation of ‘Włocławek’ power 
plant. Allowing for the experience of the 30 years of operation of the ‘Włocławek’ 
weir, it has been deprived of the earth dam section and a sixteen-span weir and a 
power plant were located in the main stream section. Weir edge was designed accord-
ing to the Jambor type in order to facilitate transportation of the rubble trailed. Weir 
spans, 20 metres wide each, have been provided with sectional seals with a flap 
(Fig. 3a) (Ankiersztejn et al. 2005). 
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Fig. 3a. Characteristic cross-section of weir ‘Nieszawa’ span. 
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Fig. 3b. Cross-sections calculations scheme and result of calculations for the ‘Nieszawa’ weir. 

Each of the three cases analysed represented different hydrological conditions: 
from wide reservoir outflow to a narrow riverbed below scheme (Kuźnica Warężyń-
ska), scheme of comparable water levels above and below, but with different station 
ordinates (Bukówka) to the scheme of insignificant flow choking in the case of a wide 
weir with a short bar (Nieszawa). 

3. Calculations based on discharge coefficient 

Calculations were carried out based on traditional formulas describing the discharge 
of rectangular submerged overfall (Mitosek 2002): 

3
2

02Q m b g Hσ= ⋅ ⋅ ⋅ ⋅ ⋅  (1) 

where: Q = discharge; m = discharge coefficient; σ = submersion coefficient; H0 = 
overfall top ordinate and top water differences increased by velocity head. 
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Submersion coefficient was calculated based on the relationship: 

3

1

1,05 1 0,02 a z
p H

σ
⎛ ⎞

= ⋅ + ⋅ ⋅⎜ ⎟
⎝ ⎠

 (2) 

where: a = bottom water and overfall top ordinates difference; z = top water and bot-
tom water ordinates differences; p1 = overfall top and bottom below overfall ordinates 
difference. 

Overfall discharge coefficient was calculated based on the Bazin-Hegly for-
mula: 

2
0,00270,405 0,03 1 0,55B b b Hm

H B B H p

⎡ ⎤⎛−⎛ ⎞= + − ⋅ ⋅ + ⋅ ⋅
⎞

⎢ ⎥⎜ ⎟ ⎜ +⎝ ⎠ ⎝ ⎠
⎟

⎢ ⎥⎣ ⎦
 (3) 

where: B = riverbed width; b = overfall inside diameter; p = bar top and top station 
bottom ordinates difference. 

Calculations were carried out step by step, starting with assuming zero inflow 
speed whose volume was added in consecutive steps. 

4. Model description 

To carry out calculations regarding the established water motion across the sinking 
devices of structures selected, a model based on motion equation in the following 
form was utilised: 

2 ( / ) 0f
Q A z S
gA x x

β∂ ∂
+ + =

∂ ∂
 (4) 

where: g = gravitational acceleration; x = section location on river axis; Q = dis-
charge; z = water level ordinate; A = cross-section area; Sf = friction decrease; n = 
substitute resistance coefficient [s/m1/3]; h = average depth in section; β = Boussi-
nesque’s coefficient. 

Finding the solution to this equation involved iterative solution of a system of 
differential equations based on a 2-point scheme. Calculations were carried out in 
three sections: bottom station, in the weir cross-section, and at the top station. Ordi-
nates in the remaining two sections were calculated for the motion conditions set by 
the flow value and water level ordinate at the bottom station. In the first approxima-
tion, the most frequently occurring value of resistance coefficient of n = 0.035 s/m1/3 
was applied. Water level ordinate values at the top station were compared with ap-
propriate results of hydraulic calculations regarding the overfall discharge. 
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5. Results 

Weir ‘Kuźnica Warężyńska’ calculation results have been shown in Fig. 1b. In the 
first calculation series, carried out for the substitute weir resistance coefficient of 
n = 0.035 s/m1/3, the top station consumption curve was slightly over the bottom sta-
tion discharge curve, whereas the average distance to the curve obtained by means of 
the overfall discharge calculations in the analysed flow range was approximately 
0.40 m. This implied assumption of too advantageous hydraulic conditions of the 
modelled section operating conditions, in particular along the reservoir section of sig-
nificant cross-section dimensions. 

Riverbed modelling results quite compatible with the overfall calculation were 
only obtained for the calculation substitute resistance coefficient value of 
n = 0.200 s/m1/3. This reflects local water overfall resistance caused by strong concen-
tration of flow onto weir spans and choked outflow riverbed section. 

Weir ‘Bukówka’ calculation results have been shown in Fig. 2b. In majority of 
the foreseen overfall ranges, it operates as an unsubmerged weir, which significantly 
reduces calculation possibilities utilising the model. Preliminary calculated consump-
tion curve of the top station this time was above the curve obtained for the overfall, 
by 0.50 metre on the average. This implied overfall flow capacity greater than that of 
the riverbed of the same dimensions and decline resulting from calculation sections 
distances. The reason for the phenomenon was minor overfall submersion caused by 
both the significant wall height and great flow capacity of the bottom station (the out-
flow riverbed). 

Attempts to obtain results convergent with overfall calculations with respect to 
the ordinates provided for in the design by reducing the substitute resistance coeffi-
cient below the value of 0.020 s/m1/3 resulted in rushing motion. 

The third analysed case was a 16-spam weir of the designed ‘Nieszawa’ dam 
(Fig. 3a) modelled for great overfall conditions. The weir substitute resistance coeffi-
cient value was adopted according to the Vistula River tarring conditions in the area 
at n = 0.0301 s/m1/3. Overfall calculations results differed modelling results barely by 
0.08 m on the average in the entire overfall range. This fully confirmed the thesis 
hereof that the hydraulic modelling of this type of object is sufficiently precise. 

6. Conclusions 

1. In the conditions of insignificant counteraction of the water stream flowing 
onto the spans of a wide weir of low bar, simplified way of presenting the weir 
in the riverbed, involving calculation thereof as a single, ‘multi-arm’ cross-
section of the river may be applied. In particular, this condition is well-fulfilled 
by overfall structures while modelling great water passages. 
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2. In the situation of the occurrence of significant counteractions of water stream 

flowing onto the overfall, both lateral and bottom water, the substitute resis-
tance coefficient required to obtain convergent results may achieve values sev-
eral times greater than standard. 

3. In the case of overfalls of relatively high discharge coefficients which are char-
acterised by a high bar, a long (extended) overfall top and great flow capacity 
of the outflow bed, there may occur the necessity to reduce the value of the 
substitute resistance coefficient below the typical standard values. Still, this 
leads to artificial generation of rushing motion conditions and other calculation 
problems related thereto. 
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Abstract  

In the paper, the analysis of possible causes of embankment failure of Staw 
Starzycki reservoir located on the Czarna-Bielina river in Tomaszów Ma-
zowiecki is presented. This event happened in March 2005. The hydrological 
conditions generating the increase of inflow to the reservoir were analysed. On 
the basis of geological–engineering recognition of embankment body and foun-
dation soil in failure cross-section, the simulation of embankment washout proc-
ess with determination of final breach parameters and outcome outflow hydro-
graph were carried out, and compared with the real state. A summary pointing 
out the direct cause of embankment failure is given. 

1. Introduction 

On 18 March 2005 the Staw Starzycki embankment failure in Tomaszów Mazowiecki 
took place. The day before failure, a few people have noticed a danger of such a 
threat. In spite of significant increase of water levels in the Czarna-Bielina riverbed, 
on which the Staw Starzycki reservoir is located, all the gates of outlet works installa-
tion were still closed. It was only on the night of 17/18 March the manager of reser-
voir decided to open the gates, but because of their bad technical state (lack of motive 
efficiency) only one of the four existing gates has been opened. On 18 March, around 
10 a.m., the water level increased onto the crest of embankment and the overtopping 
process has started. Two hours later the embankment broke. Several factors favoured 
the failure occurrence, from which the most significant influence had: high precipita-



 

tion that caused water level increase, substantial air temperature growth causing sud-
den snow melt, bad technical state of outlet works installation, difficult outflow as a 
consequence of mechanical impurities deposited on trashracks of each conduit of out-
let works installation, and bad technical state of embankment. As a consequence, the 
embankment breach has been formed with the crest width of 25 m, the concentrated 
water outflow has occurred on downstream industrial area, including the transformer 
station. 

2. Analysis of causes of Staw Starzycki embankment failure 

2.1   Short characteristics of Staw Starzycki reservoir 

Staw Starzycki consists of two water areas – storage reservoir and fish pond of a total 
area equal to 9.20 ha. Staw Starzycki was created partly by embankments and partly 
using natural highly elevated adjacent area. Both water areas are divided by partition 
embankment (Fig. 1). The main function of Staw Starzycki reservoir is the fire pro-
tection of an industrial plant situated downstream and Staw Starzycki pond was built 
for fish culture. The total capacity to the embankment crest is about 270000 m3. 
 

 
Fig. 1. Map of main objects of Starzycki reservoir. 

 

The embankment was formed mainly with mineral soil taken from the reservoir 
area. The maximum height of embankment is about 3.0 m, the slope inclination 
ranges from 1 : 2 to 1 : 2.5,  the crest width varies  from 2.50 to 12.0 m.  Water  in 
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reservoir is dammed up by four inlets reinforced concrete weir, built in body em-
bankment with wooden hand operated gates. Each of four weir inlets is 1.45 m wide 
and 1.89 m high. Under reservoir normal exploitation conditions the upstream water 
height is 1.51 m, whereas under flood freshet conditions it is 1.91 m. Characterizing 
the object, it has to be pointed out that it was designed, built and exploited with essen-
tial violation of requirements specified in the appropriate regulations (Regulations… 
1997). The object has never been classified to hydrotechnical structures with a given 
class of importance. Besides, the object does not have any standard embankment ele-
ments of equipments, such as: downstream base slope drainage, upstream slope lin-
ing, drainage ditch, built-in elements of embankment body proofing and measuring-
control instruments (Machajski et al. 2006). 

2.2   Analysis of embankment failure causes 

The analysis of embankment failure causes was carried out mainly regarding the natu-
ral factors favouring its occurrence. Because the failure was generated by inflow to 
the reservoir of melted water of river Czarna-Bielina catchment, firstly the hydrologi-
cal conditions connected with such a situation were analysed. Simultaneously, the 
geotechnical conditions in the region of broken embankment were evaluated. The 
aims of those studies were the geological–engineering recognition of embankment 
body and foundation soil and the analysis of downstream slope stability, as well as the 
analysis of possible filtration threats. Different possible embankment failure causes 
were considered, such as: crest overflow, hydraulic soil base puncture and reduction 
of outlet works installation capacity ability. After elimination of particular possible 
failure causes, the simulation of embankment washout process with final breach pa-
rameters and resulting outflow hydrograph determination were carried out. The ob-
tained results were compared with the real state. 

Because a considerable area of river Czarna-Bielina catchment was covered 
with snow, and few days before the failure the air temperature increased causing a 
sudden snow melt, and additionally rain has appeared that acted as a mechanical fac-
tor enhancing the snow melting and runoff, so the authors were looking for the proper 
method of the maximum discharge determination that occurred in Starzycki reservoir 
section on the day of failure. The following methods of determination of the maxi-
mum discharge with a given probability of exceedance were considered: 

− resources of snow retention, 
− height of melted snow layer under the influence of rain drops heat and rainfall, 
− water layer thickness raised from snow melting under the rain influence, 
− melted genetic formula, 
− regional relationships of maximum runoff (determined on the basis of gauging 

stations observations). 
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The most reliable results were obtained with melted genetic formula (Fal and Skorup-
ska 1987). The maximum discharges for the Czarna-Bielina river at the reservoir 
cross-section are presented in Table 1. 

Table 1 

Maximum discharges with a given probability of exceedance 
for the Czarna-Bielina river at the reservoir cross-section 

Maximum discharges 
with a given probability p% [m3/s] River Catchment area

[km2] 
1% 0.5% 0.3% 0.2% 0.1% 

Czarna-Bielina 82.5 23.8 26.9 29.2 31.0 34.1 
 

For the needs of geotechnical expert’s report of the embankment failure region, 
four drill-holes were made to depths 5.5 ÷ 7.0 m: two holes on the embankment crest 
and two on the embankment slope foundation; laboratory tests of soil samples were 
also made (Machajski et al. 2006). Results of geotechnical studies, proved that soil 
foundation is built of mineral subsoil in the form of medium sand with interbedding 
of aggradate muds. Sand in soil base is in state from loose to medium dense which al-
lowed to separate four geotechnical layers. The geotechnical parameters determined 
for them made it possible to elaborate the soil base model used for analysing the slope 
stability and filtration phenomena analysis in the embankment body and its founda-
tion. 

The analysis of the embankment slope stability in the place of washout was 
carried out for normal water level in the reservoir before flood event, for maximum 
water level in the reservoir during flood, for downstream slope (to fulfil the require-
ments of suitable regulations), as well as for unprotected upstream slope. For calcula-
tions the following embankment parameters were taken: downstream slope inclination 
1 : 2.6, upstream slope inclination 1 : 2, crest embankment width of about 9 m, on the 
embankment crest an exploitation road of 2.50 m width at about 2 m distance from 
the upstream slope edge. Moreover, the following assumptions were made: the 
equivalent load q = 15 kPa, uniformly distributed on the whole width, exerted by 
truck with load, upstream slope not proofed, lack of downstream slope drainage and 
drainage ditch. In the embankment downstream slope calculations, the two cases of 
subsoil were considered: 

− case I – the coherent soil layer of low load in the form of aggradate muds is 
present at the downstream slope base of plasticity rate of 0.45, 

− case II – at downstream slope base there is only noncoherent soil in the form 
of medium sands with average consolidation. 
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The method of slope stability calculation was chosen on the basis of the analy-
sis of computational cross-section, with the lack of determined slide surfaces. Nu-
merical calculations for circular-cylindric slide surfaces were carried out with the help 
of computer programme using classical Fellenius block method that allows to obtain 
the safest (the lowest) estimation of stability. The results of calculations were esti-
mated on the basis of criterions given in valid regulations. For that purpose, the coef-
ficient of damage consequence was determined on the basis of stability index as well 
as real, critical, and permissible hydraulic gradients. 

The stability analysis proved that for normal water level in the reservoir the 
downstream slope global stability fulfils the required criterions. Slightly lower stabil-
ity was stated in the case of upstream slope and for local stability. For the case of 
flood event, the stability calculations were carried out for the maximum water level 
reaching the embankment crest. It was stated that both downstream and upstream 
slopes have sufficient global stability, so even for a water level as high as that during 
flood in March 2005, the reservoir embankment was stable. Due to the lack of down-
stream slope base drainage and drainage ditch, as a result of which the filtration curve 
came out on slope at the height of 0.40 m above ground level, the downstream slope 
in local stability conditions showed small and insufficient stability, that could create a 
small landslide of limited extent, but could not create the failure in the form of em-
bankment break. After the downstream water level grew up to a height of 1.0 m above 
the ground level, the embankment stability state has further deteriorated. Globally, the 
embankment slope was stable but locally, at the downstream slope base (below the 
water level), the stability was not preserved. 

Because the analyses described above showed that the embankment failure was 
caused by the water overtopping, calculations were made of the outlet works installa-
tion capacity ability. As a consequence of their unproper functioning, the water level 
in the reservoir reached the embankment crest. The following computational schemes 
were assumed (Vischer et al. 1998): 

− conditions of outlet works installation normal exploitation – submerged inlet 
resulting from normal or maximum water level in reservoir, open outlet, 

− conditions of classical free surface flow of outlet works installation – both 
inlet and outlet are not submerged, 

− conditions of classical pressured flow of outlet works installation – both inlet 
and outlet are submerged; for the analysed elevation scheme of the adjacent 
area located downstream the structure, this situation is purely theoretical. 

The results of calculations showed that independently of both the inflow and 
outflow conditions, and independently of computational scheme, the outlet works in-
stallation built in the embankment body will allow to pass through the calculated dis-
charges (Machajski et al. 2006). This is especially well seen when the reservoir water 
level is equal to the embankment crest elevation. However, the essential requirement 
is that all the four gates of outlet works installation are completely open. 
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3. Modelling of the embankment breach 

Because the calculations did not show any threat of both embankment slope stability 
loss and filtration, when looking for the reasons of embankment failure, only the pos-
sibility of overtopping was assumed. Such a situation could be caused by: inappropri-
ately chosen  computational discharges on the basis of which the outlet works instal-
lation was designed and the conditions of free water flow during flood were esti-
mated; inappropriately chosen parameters of outlet works installation; the possibility 
of gates blocking of outlet works installation resulting in the limitation of the capacity 
ability. Gates blocking could be a result of mechanical impurities carried by water, 
neglecting of the maintenance works by servicing personnel, or damaged operation 
installation so there was no possibility to open the gates. Each of the above-
mentioned situations causes a crest embankment overflow, resulting in its washout, 
which begins in the form of progressing erosion from the side of downstream slope, 
and relatively quickly extends to the entire embankment body cross-section (Kubrak 
et al. 2004). 

For the needs of determination of damming water in Staw Starzycki reservoir 
outflow, the embankment breach modelling was caried out, on the basis of which the 
resulting parameters and time of final breach shape were determined. Breach parame-
ters, the resulting outflow hydrograph, as well as the total time duration of the failure 
were calculated on the basis of computer simulation of washout process progression, 
applying computer program BOSS DAMBREACH, of the American firm BOSS In-
ternational (6300 University Avenue, Madison, Wisconsin, 53562-3486 USA), that is 
in possession of the Institute of Geotechnics and Hydrotechnics, Wrocław University 
of Technology. Simulation was carried out on the basis of the adopted embankment 
parameters, both embankment and base soil characteristics, reservoir parameters (ca-
pacity curve) as well as on assumed catastrophic inflow to the reservoir 
Q0,5% = 26.9 m3/s, causing the embankment and reservoir failure by overtopping. 

The embankment at the failure cross-section had the following parameters: 
height of about 3.0 m, upstream face slope 1 : 2, downstream face slope 1 : 2.5, un-
protected dam crest width of 8.0 m, lack of elements of embankment body proofing 
as well as both upstream and downstream slope lining. On the basis of analysis of 
embankment body soil, the following parameters were taken for numerical simula-
tion: grain size of embankment material D50 = 0.50 mm, porosity ratio 0.35, soil unit 
weight 15000 N/m3, soil internal friction angle 18o, and (because of loose soil) the 
cohesive strength equal to zero. For computations the reservoir volume description to 
the top of dam elevation was taken. Also, it was taken into account that there was a 
significant lowering of embankment crest at 25.0 m length in the region of existing 
water intake for fire protection. Calculations were carried out under the assumption of 
the totally blocked outlet structure. 
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Numerical simulation allowed to determine two significant computational val-
ues, i.e., the failure time duration and maximum outflow discharge from breach; also 
the resulting breach outflow hydrograph was determined (Fig. 2). 
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Fig. 2. Breach outflow hydrograph of Starzycki reservoir embankment. 

Washout time duration from the beginning of overtopping process to the time 
of reservoir emptying is equal to 4.40 hour, the maximum outflow discharge through 
the created breach, calculated at 0.490 hour, is equal to 144.6 m3/s. Additionally, the 
following breach parameters were determined: width in the bottom – 17.70 m, width 
in the crest – 25 m, the depth – 3.10 m, and slope inclination 1 : 1. The water outflow-
ing from the breach together with the water from left sided tributary of the Czarna-
Bielina river has inundated an adjacent industrial area with the maximum depth of 
1.0 m. The results from calculations obtained from the numerical model were com-
pared with the embankment breach parameters measured in site, and confirmed their 
very good consistence. This consolidated the authors’ opinion that the only reason of 
Staw Starzycki embankment failure in Tomaszów Mazowiecki was the overtopping 
process. 

4. Conclusions 

It is difficult to determine a direct reason of failure of embankment-creating reservoir. 
The most probable reason may be found by eliminating, through technical analyses, 
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the different possible causes of such a failure. Trying to determine the failure causes 
of Staw Starzycki embankment in Tomaszów Mazowiecki on the basis of real situa-
tion, the authors faced some difficulties. In fact, several overlapping factors favoured 
the occurrence of failure. For the needs of expert’s report, it is important to find the 
main cause. Our analysis showed that the main cause for the studied event was the 
overtopping – one of the most often occurring causes of dam or embankment failures, 
which is also pointed out in all statistical information. 
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Abstract  

During winters in Poland, lakes, ponds, rivers, channels, run-of-reservoirs, 
ditches and streams are covered with ice, which changes significantly the flow 
and thermal conditions in water bodies. The paper presents a very complicated 
process of ice formation on stagnant and flowing waters. Various kinds of ice 
are described together with their consequences for flow and thermal conditions. 
The possibility to define flow conditions in open channels with ice cover is 
described. In 1982, a significant flood on Włocławek Reservoir (Lower Vistula 
River) appeared, which was caused by the coincidence of unfavourable, extreme 
hydrological and meteorological conditions. These conditions, as well as the run 
and consequences of the flood, are described. Detailed field measurements of 
ice cover and flow were carried out. One-dimensional model for steady 
nonuniform flow was developed and applied to the conditions existing in 1982 
on the Włocławek Reservoir. 

Key words: ice formation, thermal regime, ice phenomena, ice jam flood, 
Włocławek Reservoir. 
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Abstract  

In the present work, the authors turned special attention to bed changes in 
a river section below hydro-technical structures. To analyse the sediment trans-
port, the authors used a mathematical model taking into account the two-
dimensional transport. This model was constructed based upon the balance of 
sediment streams for an elementary volume along the river and diffusion charac-
ter of the lateral sediment stream. In the paper, the authors present the verifica-
tion of mathematical model for a straight section of the river. Geometry and 
hydraulic parameters of the river section were taken after the field measure-
ments based on the Odra river between train and road bridges near to the town 
Kostrzyń. 

1. Introduction 

The present paper is a continuation of the research over the problem of sediment 
transport. In the present work, the authors pay special attention to the sediment trans-
port and bed changes in the section of river below the bridge pillars. For the analysis 
of sediment transport, a mathematical model of two-dimensional sediment transport 
was used. The model was presented at the International School of Hydraulics in 2004 
and 2005. Similar to the earlier publications, a section of the Odra river, about 350 m 
in length, situated between the railway bridge and the road bridge near to the town of 
Kostrzyń, was taken as a practical object. The verification was based upon field 
measurement on 05 May 2006, and the observations of the bed position were taken in 
April 2006. During this time, the flow changed from 300 to 500 cubic meters per sec-
ond, and the bed elevation changes of about 2 meters, just below the bridge pillar, 
were increased to 4 meters. This situation became the basis for verifying the quasi-
stable model of sediment stream. 



 

 
2. Mathematical model 

The mathematical model presented in the previous papers (Meyer and Krupiński 
2004, 2005) was worked out for an elementary volume of the river, of dimensions dx, 
dy and depth H. For this elementary volume, the principle of balance of sediment 
streams was applied. On this basis, changes in the depth were defined. Taking the 
principle of the sediment stream balance, it was possible to describe the density 
changes.  

 The following equation of continuity of sediment stream was obtained: 
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where: ωx  = total sediment stream in the x direction, ωy = total sediment stream in the 
y direction (the crosswise sediment stream), υx = the water velocity in the x direction, 
ρr =  depth averaged density of sediment. 

The velocity of total sediment stream in Eq. (1) was calculated based upon the 
modified Ackers-White methods as a unit sediment stream: 
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where: ωA-W = the main sediment stream (total load) based upon the Ackers-White 
formula, A = the area (H·dy) for an elementary volume. 

The model permitting calculation of both velocity components of water was 
taken as for two-dimensional steady flow and the following equations were obtained: 
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where: υx , υy = the water velocity in the x and y directions and Dx , Dy = the turbulent 
viscosity coefficient in these directions. 

In the earlier research, the authors have taken the assumption that the crosswise 
sediment stream has a diffusion character (Meyer and Krupiński 2005). This assump-
tion can be written in the following form: 
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where: D*
y = the diffusion coefficient.  

For the steady flow, derivatives of density changes over time are equal to zero. 
Numerical simulation has shown that the value of derivatives with the lateral water 
velocity was considerably smaller than the derivatives with the main direction water 
velocity. The lateral sediment stream can be described in the following form: 

2

2
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x yD r

x y
ρ ρυ ∗∂ ∂

=
∂ ∂

 (5) 

The above equation is a well-known formula for the diffusion phenomenon and 
has a closed mathematical solution. 

Calculations for the assumed boundary conditions involve water velocity, the 
intensity of sediment stream at the main flow direction, changes of sediment density 
and transverse sediment streams. Then, the bed changes at each elementary volume 
can be written in the following form:  

1yxdh H dy H dx
dt x y

ωω
ρ

∂⎛ ⎞∂
= ⋅ + ⋅⎜ ∂ ∂⎝ ⎠

⋅⎟  (6) 

where: dh = the depth changes, ρ = density of sediment. 

In the earlier research the authors have taken the assumption that the changes 
of bed position after the sediment stream changes require 24 to 48 hours to stabilise, 
and that this comes from field measurements. In the present work, the calculation was 
made by 24 hours step. It means that the depth is changing from one step to the other 
according to the flow, but during each step the depth is steady. This model was called 
quasi-steady. 

3. Calculation example 

The straight section of Odra river with bed construction, about 350 m in length, be-
tween the railway bridge and the road bridge near to the Kostrzyń city, was chosen 
for calculations. This section of river is presented in Fig. 1. Measurements included 
the bed sediment composition, the river bed position and the intensity of water flow. 

The method of finite differences was used for calculations of the presented 
equations: for the first derivatives pattern of finite differences, three-point symmetri-
cal and the front pattern differences for second derivatives. 

  

Marzena
Tekst maszynowy
87



 

 

Q

Fig. 1. Section of the Odra river map with measurement locations. 

For the river section, the following initial data were taken: 

- model requires the grid of nodes of about 150×300,  

- the crosswise water velocity vy at the banks and at edges of pillar are equal to 
zero. For  x = 0  and  x = B,  vy = 0, 

- for the sediment stream calculation based upon the field measurements the repre-
sentative diameter Dz was taken, 

- in the first step of calculations, the boundary conditions were accepted from field 
measurements. 

To define the bed level from the field measurements and the level after each 
step of calculations, the cross validations of the grid were made by Kriging method. 

In Fig. 2 the authors present a scheme of the initial bed position, the bed posi-
tion changes after 10 and 20 days, and the calculated final bed level after 30 days. 
A comparison to the bed position from field measurements is also presented. 
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measurement March/April 2006

calculated - after 10 days

calculated - after 20 days

calculated - after 30 days

measured 05 May 2006

Fig. 2. Calculated and measured bed position scheme. 

4. Conclusions 

The paper presents the numerical quasi-steady model of two-dimensional sediment 
stream. As a calculation example, the result of calculation of bed position for section 
of the Odra river is shown.  

As initial data for calculation, the bed position from observations at March/ -
April 2006 was taken. For this data, the numerical calculation of bed position were 
made for 24-hours quasi-steady step. In the paper, the authors presented the calcu-
lated bed position after 10, 20 and, finally, 30 days. The final calculated bed position 
can be compared with the measurement from 05 May 2006. 

The analysis of results has shown that the characteristic deepening at the end of 
objective section of river after 30 days agrees with measurement. The shallows from 
the east (upper edge of each scheme) and the shallows just behind the first bridge 
(railway bridge) became much deeper, and this also agrees with measurements. Ac-
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cording to calculations, the bed position in the initial section tends to deepen, but 
some undulation appears. This difference can be compared with the initial boundary 
condition at the inflow in numerical calculation. As can be seen in Fig. 2, the pre-
sented model should not be used in the present form just behind the pillar. On the 
other hand, it gives a good agreement with field measurements in larger scale scour, 
as after 30 days just in the front of the second bridge. A good agreement with field 
measurements can also be seen from the analysis of average depth position at each 
cross-section. For example, at the “road bridge” cross-section, the average measured 
depth was 1.3 m in March and 2.1 m in May, while the calculated one was 2.0 m. An 
analysis of the extreme depth point at this cross-section has shown that the extreme 
depth measured at May was 2.9 m and calculated one was 3.1 m.  

Programme of further researches: 

- the analysis of numerical methods in order to choose the optimum solution, 

- the analysis of the accuracy of different schemes, 

- further verification of the proposed mathematical model based upon measure-
ments on bridge area in lower Odra river. 

- extension of the model for obtaining a full unsteady model. 
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Abstract  

This paper presents preliminary results from a study considering the parame-
terisation of coarse-grid 2D flood models to take into account sub-grid scale 
flow patterns occurring in the urban area. A simulation of a severe flood in an 
urbanized coastal floodplain is first run using a fine grid that can resolve the 
flow around and between buildings. Next, the same model is run again using the 
same underlying topography, although stripped from any buildings, and a set of 
7 values of the roughness parameter (Manning’s n), all larger than (or equal to) 
the value used in the original run. A further set of simulations is carried out us-
ing a five-fold increased grid cell size. It is found that while it may be possible 
to model the overall effects of the buildings using strongly increased roughness 
parameter values, using a coarse grid otherwise has implications related to the 
loss of information about the site topography that results in flood flow routes be-
ing incorrectly modelled. 

Key words: urban flood modelling, roughness parameterisation, 2D hydrody-
namic models. 
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Abstract  

Hydrodynamics of aquatic ecosystems is a relatively new, emerging multid-
isciplinary research area dealing with two key inter-connected issues: (i) physi-
cal interactions between flow and organisms (e.g., due to drag forces); and (ii) 
ecologically relevant mass-transfer-uptake processes (e.g., due to molecular and 
turbulent diffusion). Owing to physical and biological complexity of boundary 
conditions in aquatic systems, the conventional hydraulic methodologies are of-
ten impracticable and new approaches are required. One of such approaches, the 
double-averaging methodology, is discussed with particular focus on flows over 
biologically-modi-fied beds.  

Key words: ecosystems, flow-biota interactions, rough-bed flows, mass-
transfer, periphyton. 
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Abstract  

The paper presents results of numerical study of flow around a cylindrical 
pier. Flow complexity with various turbulent flow objects is described: down-
flow at the upstream side of a pier, horseshoe vortex and vertical wake vortices. 
The flow model, large-eddy simulation, is formulated on the basis of Navier-
Stokes equations. Finite volume method is used for discretization. Second order 
finite difference schemes were used for equations approximation. A discrete 
particle motion model was formulated for spherical mass particles. The model 
allows for interaction between flow and particles. The study resulted in particle 
trajectories around a cylindrical pier with a developed scourhole. It indicates 
that some of the bed particles are caught by strong jet directed towards the sur-
face. The jet is bounded and driven by vertical wake vortices. 

1. Introduction 

Numerical models are presently often used for turbulent flow investigations. The pa-
per exemplifies the use of such models to track mass particles in a vicinity of cylin-
drical pier. Flow observations reveal that a complex ordered flow pattern occurs even 
in the case of simple-geometry hydraulic structure (Graf 2002). 

Models based on Reynolds averaged Navier-Stokes (RANS) equations give as 
a result a statistical flow field characteristics. Thus, applying them to unsteady flow 
objects studies is limited (Wilcox 2000). Flow objects are coherent fluid packets that 
temporarily move along similar trajectories. The object size, or its scale, can be very 
diversified. There are many other works aimed at flow structure description (Ahmed 
1998, Graf 2002). In the case of cylindrical pier, the most often specified objects are: 
downflow at the upstream side of a pier, horseshoe vortex and vertical wake vortices. 
These vortices are accompanied by considerable velocity and pressure gradients. 



 

 
Many authors suggest that the objects participate in bed material transport (Breusers 
1991). The paper gives a brief description of large-eddy simulation (LES) formulated 
for the present study. Similarly to RANS, the model is based on Navier-Stokes equa-
tions. However, degrees of freedom (number of parameters involved) of exact solu-
tion are limited by variables filtering (deVilliers 2006). 

To get the exact solution, all the space and time scales of the solution must be 
taken into account. Then, there is no need to introduce additional assumptions con-
cerning different turbulent scales interaction, i.e., we do not need a turbulence model. 
This is called a direct numerical simulation (DNS). It demands great computational 
power as the grid must be very fine, and accurate higher order numerical schemes 
must be used. The computational cost of DNS is proportional to the Reynolds number 
cubed (Re3).  

The computational domain was discretized by finite volume method (Ferziger 
1999). Second order finite difference schemes were used for equations approxima-
tion. Finally, a discrete particle motion model was formulated for spherical mass par-
ticles. 

2. Turbulent flow model 

The model is based on Navier-Stokes (N-S) equations for incompressible fluid: 

( )1( ) Tp
t

ν
ρ

∂
+∇⋅ = − ∇ +∇⋅ ∇ +∇

∂
u uu u u  . (1) 

Equations (1) are solved only for a certain range of turbulent object scales. To main-
tain influence of objects not directly included in the solution, a model of their action 
is introduced – this is analogous to a turbulence model in RANS. RANS, however, 
does not give much information about the flow objects of our interest. In LES we 
solve directly large-scale anisotropic turbulence objects that can be represented on a 
computational mesh. These are called resolved objects or scales. It is assumed that the 
smaller objects, which cannot be represented on a mesh, are more isotropic and much 
easier to model. These are subgrid scale objects. The size that separates resolved and 
subgrid scales is called a cut-off length and should be placed sufficiently far in  the 
inertial subrange of turbulent energy spectrum, i.e. where the energy transfer is de-
scribed by the Kolmogorov law. Considering the turbulent energy spectrum, the dif-
ference between RANS and LES can be easily depicted (Fig. 1). In RANS, practically 
all the spectrum is modeled. In LES, by variables filtering procedure (deVilliers 
2006), an exact solution for a considerable part of the spectrum is obtained. There-
fore, in LES we get much more detailed flow information than in RANS. Neverthe-
less, it should be noted that LES comes at much bigger computational cost. The influ-
ence of unresolved subgrid scales is expressed by the subgrid model. In this work the 
dynamic Smagorinsky model is used (Sagaut 1998). To obtain the effect of energy 
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transfer between resolved and unresolved scales, an eddy-viscosity concept is formu-
lated and it is assumed that the subgrid stress tensor τ depends on the rate of strain 
tensor of resolved scales. 

Fig. 1. Decomposition of turbulent energy spectra (E(k)) in RANS and LES, k is the wave 
number, i.e. inverse characteristic length of objects. Adopted from (Sagaut 1998). 

Filtered N-S equations together with subgrid model can be written as: 

( )1( ) Tp
t

ν τ
ρ

∂
+∇⋅ = − ∇ +∇⋅ ∇ +∇ +∇⋅

∂
u uu u u  . (2) 

The equations represent conservation law for an infinite small space-time re-
gion. To use them in finite volume method they must be integrated over the control 
volume and time (as LES is intrinsically unsteady): 
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⎡ ⎤
⎢ ⎥
⎣ ⎦

 , (3) 

where  νeff  is the sum of kinematic and modeled subgrid viscosity. 

Solution of the algebraic equations system for all transported quantities is ob-
tained by iterative conjugate gradient method Bi-CGSTAB (Van der Vorst 1992). The 
pressure matrix is solved in PISO procedure (Issa 1986). A collocated, unstructural 
mesh is used. 

3. Solid particle model 

A discrete particle motion model is based on the equation resulting from Newton’s 
second law. Forces acting on a particle, friction and gravity are taken into account. 
The friction force is computed on the basis of friction coefficient CD in the formula-
tion of Schiller and Nauman (Clift 1978). The equation of particle motion reads: 

d
d

p p

t τ
−

= − +
u

u u u
g  , (4) 
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where ud and u are velocities of particle and surrounding fluid, respectively. τu is the 
particle momentum relaxation time (Nordin 2000): 

2

8 4
3

p p

D p D p

m D
C D C

ρ
τ

πρ ρ
= =

− −u u u u u
 , (5) 

where subscript p applies to the discrete phase, i.e. solid particles, m is mass, ρ is den-
sity and D is particle diameter. Equation (4) is solved independently from fluid equa-
tions – fluid phase is frozen while the new particles positions are solved, then parti-
cles are frozen and their momentum is added as a source term to the momentum 
equation of fluid. The decoupling let us avoid stability problems in momentum calcu-
lations. Particles model includes a simple collision hard sphere model. When a colli-
sion between two particles occurs, the algebraic equation of momentum conservation 
is used. Particles velocities after collision are computed on the basis of coefficient of 
restitution /ac bc

R n nC u u= , where un is the relative particles velocity magnitude before 
(bc) and after collision (ac). A change of colliding particles momentum is: 

( )( )1 21 bc bc
cp p Rm C∆ = + −p u u  ,        where       1 2

1 2
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m mm
m m
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The corrected velocities: 
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m
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= −
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u u           and           2 2
2

cpac bc

m
∆

= −
p

u u  (7) 

are used as an initial condition for particles motion equation (4). 

4. Results 

The models described above are used for studies of flow and particles motion around 
a cylindrical pier with a scourhole. It is not a scouring model at piers. The aim of 
computations is to investigate trajectories of particles already lifted from bed – parti-
cles are randomly generated slightly above the bed. Turbulent objects that develop 
around a pier: horseshoe vortex and wake vertical vortices (Fig. 2) are greatly af-
fected by existence of scourhole – all the vortices are much more intense. The previ-
ous studies (Pasiok 2004) with marker-particles (i.e. with zero mass) indicated the 
possible mechanism of transporting particles out of the scourhole. The markers 
tended to concentrate in vertical vortices cores, regions of local vorticity maxima and 
pressure minima. Once trapped into a vortex core, markers were transported out of the 
scourhole. 

Simulations with mass particles do not show such an effect. Some of the parti-
cles generated slightly above the bed level on downstream side of pier are lifted up as 
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Fig. 2. Instantaneous velocity streamtraces around a cylindrical pier with a scourhole. 

shown in Fig. 3. The results of simulations performed for limited range of mass parti-
cle diameters indicate that particles move mostly in a strong jet directed towards the 
surface. The jet is enclosed by downstream pier wall and vertical wake vortices. The 
vertical vortices are the main driving force for the jet. Figure 4 shows example parti-
cles positions at various levels above the bed (z = 0.5  is the initial bed level). Arrows 
show velocity vectors directions and magnitudes. Brightness corresponds with verti-
cal velocity component value. 

Fig. 3. Positions of particles generated close to the bed on downstream side of the scourhole 
(particles size not to scale). 

5. Conclusions 

The study was aimed at investigation of mass particles trajectories around a pier. The 
results obtained so far indicate that the trajectories depend on the intensity of wake 
vertical vortices that drive the upward jet. These strong turbulent objects are highly 
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unsteady. It is crucial, therefore, for scouring model to use a sufficientl

Fig. 4. Example particles positions at various levels and times. See text for details. 

y detailed flow 
description. Further simulations are planned with a wider range of particle diameters, 
different scourhole shapes and mean flow conditions. 
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Abstract  

Sopot, one of the most renowned recreational cities in Poland, located at the 
Gulf of Gdańsk coast, is cut by a number of streams collecting the rain water 
from the moraine hill surrounding the city, and discharging it directly into the 
sea. The quality of water, due to passage through the urbanized area, is often be-
low required standards, especially due to bacteria pollution. At present, the rain 
water is discharged directly on the sandy beaches, and in case of high pollution, 
causes problems for the coastal zone; sometimes it is necessary to close beaches 
for recreation. The local administration considers re-location of the outfalls sea-
ward to solve the problem. To assess the consequences of the proposed invest-
ment, numerical modeling was carried out. The new situation becomes more 
complicated due to potential construction of the yachts harbor attached to the 
existing pier. Numerical tests will support the decision to be made.  

1. Introduction 

The city of Sopot, one of the most renowned recreational cities in Poland, is located 
on the moraine hills and stretches along the southern coast of the Gulf of Gdańsk. The 
city is cut by 11 streams discharging water directly into the Gulf. The urbanized areas 
suffer from different types of pollutants; the most painful from the recreational point 
of view is bacteria pollution. In the past, this type of pollution was the main reason of 
closing sandy beaches for tourism there. This problem, known in most urban areas in 
the world located at the coast, is still present, although less severe than in the past.  

In the last decade, local administration put great effort to eliminate all potential 
sources of pollution. Positive results of these works are noticeable during sanitary in-
spections carried out regularly in the coastal zone, which resulted in opening bathing 



 

 
areas for public use. However, severe EU regulations and wish to attract tourists to 
spend holidays in this city push local administration to invest into the infrastructure. 
New ideas to re-locate the coastal river outlets sea-ward and construct the yachts har-
bour attached to the existing wooden pier, required analysis with regard their influ-
ence on the water quality standards in the coastal zone.  

2. Present situation and proposed investments 

Eleven streams pass through the city of Sopot, discharging their waters into the 
coastal zone of the Gulf of Gdańsk (Fig. 1). In the central part of the coast, a wooden 
pier with a perpendicular groin (located about 350 m from the coast) is situated. At 
present, natural streams passing through the beach are closed in the concrete pipes 
and their outlets are protected from the sea-side by a palisade to protect the outlets 
from the sea (Robakiewicz 2005). Due to water level variations, these protecting 
structures are sometimes at the beach, sometimes in the sea. These concrete structures 
not only spoil the visual impression of the sandy beach but also create problems with 
the free outflow of water through the pipes due to sedimentation.  

Two important investments to increase attraction of the region are considered 
by local administration: (1) modernization of the ground and surface water outflow 
system from the city, and (2) construction of the yachts harbour attached to the exist-
ing pier. Both investments will influence the coastal zone, and can have consequence 
with regard water quality standards of the bathing waters. 

The main idea of the investments considered is to re-locate discharge of water 
transported by natural streams from the coast off-shore using underwater pipes. It is 
proposed to connect small streams into bigger ones in the following manner (Fig. 1): 

outlet A – collecting water from streams 1, 2 and 3, and discharging water sea-ward at 
the extension of stream 2; 

outlet B – collecting water from streams 5, 6, and 7, and discharging water sea-ward 
at the extension of stream 7;  

outlet C – collecting water from streams 8, 9, 10 and 11, and discharging water sea-
ward at the extension of stream 10. 

For the local administration, it is most important to know the consequences of  
this investment on the coastal waters. In the last few years, water quality measure-
ments carried out regularly in spring, summer and autumn by sanitary inspection indi-
cated improvements. However, it has to be mentioned that those measurements were 
carried out in dry days. From the observations in various urban areas in the world it is 
known that the quality of water dramatically decreases in the first 15 minutes of 
heavy rain, as during that short period, cities are ‘cleaned’ by rain water. To assess 
the influence of rain water on the quality of coastal water, numerical analysis was car-
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Fig. 1. Location of streams in Sopot. 

ried out. To carry out such an analysis, discharge of streams during the one-year rain 
was estimated (Table 1). 

Table 1 

Discharge of streams – yearly rain (acc. Pracownia Hydrotechniki i Inżynierii Środowiska) 

No. Name Q [m³/s] Outlet Q [m³/s] 

1. Stream no 1 0.533 
2. Stream no 2 0.689 
3. Karlikowski stream 0.955 

A 2.177 

4. Stream no 4 0.134   
5. Haffner stream 1.116 
6. Stream no 6 0.382 
7. Monte Cassino stream 0.986 

B 2.528 

8. Kuźniczy stream 1.714 
9. Babidolski stream 0.670 

10. Grodowy stream 0.148 
11. Kamienny stream 1.846 

C 4.378 

3. Consequences of re-location of outfalls 

To assess the influence of re-location of natural outlets off-shore, numerical simula-
tions have been done. The main idea was to analyse mixing of rain water with the ma-
rine water and trace such a ‘plume’ in its passage towards the coast. For this purpose 
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a local 3D hydrodynamic model based on Delft3D-FLOW software was set-up. The 
modelled area stretching approx. 5 km along the coast and 3 km off-shore was cov-
ered by 502×252 grid cells in horizontal plane using curvilinear orthogonal grid, and 
10 layers uniformly distributed in vertical using sigma co-ordinates. In the model the 
presence of the pier in the shape proposed after construction of the yachts harbour 
was introduced (Fig. 1). Calculations were carried out for the following uniform con-
ditions: discharge in locations A, B and C as given in Table 1; wind direction and 
speed as characteristic for the summer time based on long-term statistics (1951-1975) 
for Gdynia station (Kwiecień 1990): N – 3.9 m/s; E – 4.1 m/s, S – 3.5 m/s, W – 
4.1 m/s and calm weather. According to the proposed design, the rain water will be 
discharged about 1.5 m below the free surface, so the modelled outfalls were located 
there. To trace mixing processes, water discharged into sea was ‘marked’ by a con-
servative, non-reactive substance. In all simulations it was assumed that salinity of 
rain water is 0 psu, while for coastal water – 7 psu. Additionally, it was assumed that 
there is no temperature difference between inland and coastal waters. In all calcula-
tions discussed in this paper water in locations A, B and C was discharged 15 minutes 
(quantities as in Table 1) to imitate short but intensive rain, while observations of be-
haviour of the ‘plume’ was carried out for the next 2 hours. An analysis for each loca-
tion is presented below. 

3.1 Discharge in location A 

The proposed location of discharge A is approx. 400 m off-shore where local depth is 
about 5 m. As the estimated amount of discharged water is only 2.2 m3/s, changes of 
salinity in the vicinity of the outlet are very small (not exceeding 0.01 psu), with no 
influence on changes in the marine environment. Analysis carried out for this location 
leads to the following conclusions (Fig. 2): 

− in calm weather, the diluted rain water reaches the coast after 1.5 hours on the 
distance of approx. 200 m; rain water content at the coast can reach 0.2%; 

− in case of N wind, the diluted rain water spreads along the coast, not approach-
ing coast closer than 100 m; 

− in case of E and S wind, the diluted rain water reaches the coast on the dis-
tance of about 100 m; rain water content at the coast can reach 0.2%; 

− in case of W wind, the diluted water spreads quite similar as in case of N wind, 
but does not reach the coast. 

3.2 Discharge in location B 
The proposed location of discharge B is approx. 350 m off-shore where the local 
depth is about 3.8 m. The amount of water to be discharged during the considered rain 
is estimated as 2.5 m3/s. It is proposed to locate outlet B directly attached to the groin 
of the pier from the coast side. Analysis carried out for location B leads to the follow-
ing conclusions: 
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Fig. 2. Spreading of tracer in the coastal zone depending on wind direction (2 hours after rain). 
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− in calm weather, the diluted rain water reaches the coast on the distance of 
about 350 m on both sides of the wooden pier, and the rain water content is 
about 1%. It has to be mentioned that rain water is transported inside the 
planned yachts harbour; 

− in case of N wind, the diluted rain water approaches coast on the distance of 
100 m, and spreads inside the yachts harbour; 

− in case of E wind, the diluted rain water is easily transported to the coast (400– 
500 m); the rain water content is about 0.5%; 

− in case of S wind, the diluted rain water comes back to the coast on the dis-
tance of 500 m; the rain water content is about 1.0%; 

− in case of W wind, the diluted rain water is easily transported inside the pro-
posed yachts harbour (the rain water content is about 1.5%).  

3.3 Discharge in location C 

The proposed location of discharge C is approx. 400 m off-shore where local depth is 
about 5 m. The amount of discharged water is 4.4 m3/s, and similarly as in previous 
cases changes of salinity in the vicinity of the outlet are very small. From the analysis 
carried out, the following conclusions can be drawn: 

− in case of calm weather, the diluted rain water (content 0.5%) reaches coast on 
the distance of 300–350 m; 

− in case of N wind, the diluted rain water spreads along the coast on a distance 
of 100 m; 

− in case of E wind, the diluted rain water (content up to 0.5%) reaches coast on 
the distance of 300 m; it has to be noticed that ‘plume’ approaches similar 
‘plume’ of water due to discharge B; 

− in case of S wind, the diluted rain water very quickly spreads towards the 
coast; on the distance of about 400 m a plume reaches the coast (rain water 
content of 1%); 

− in case of W wind, the diluted rain water reached the coast on the distance of 
about 250 m; the rain water content in the plume reached 0.2%. 

4. Conclusions 

Based on the analysis carried out for three proposed off-shore outlets it can be con-
cluded that: 

− rain water discharged through pipelines in locations A, B and C will not 
change salinity distribution pattern remarkably; it has to be mentioned that at 
present the rain water is discharged at the coast and the proposed investment 
only changes the location, not influencing the amount of water to be dis-
charged; 
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− rain water discharged in location A, in majority of meteorological conditions 
intensely diluted, reaches the coast. In the area of 200 m along the coast, the 
rain water content can reach 0.1–0.5%. In comparison with locations B and C 
mixing processes close to this outlet are the best; 

− taking into account location, distance from the shore and amount of water dis-
charged, location B is not a favorable place for mixing processes. It is not only 
too close to the coast but also can create pollution problem in the yachts har-
bor; 

− the amount of water discharged in location C is doubled in comparison with 
location A, while the distance of the outlet is similar in both cases. It is rec-
ommended to move location C some 100–200 m off-shore to support mixing 
processes.  

According to Directive 2006/7/EC of the European Parliament and of the 
Council of 15.02.2006 concerning the management of bathing water quality, ‘pollu-
tion’ means the presence of microbiological contamination or other organisms or 
waste affecting bathing water quality and presenting risk to bathers’ health. Accord-
ing to this Directive by the end of bathing season 2015 bathing water should be at 
least of ‘sufficient’ quality. For coastal waters and transitional waters it means, for 
example, that Escherichia coli (cfu/100 ml) can not exceed 500 to be ‘sufficiently’ 
clean. In case the discharged water contains 106 cfu/100 ml of Escherichia coli this 
leads to the conclusion that to reach the minimum standard dilution at the bathing wa-
ter should be at least 0.5%.  

From the regulations mentioned above and the results of model calculations it 
can be concluded that the proposed investment will be successful only in case water 
discharged by piped off-shore is ‘clean’ enough, as the proposed pipelines are rela-
tively short. In this context, it is very important to control the quality of water in 
heavy rain to be absolutely aware of the possible risk, and in case of high pollution 
take measures to reduce it. 
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Abstract  

Numerical algorithm of high accuracy was developed for simulation of rap-
idly changing unsteady flow in an open channel of arbitrary shape. The algo-
rithm was applied for the estimation of daily regulation of Ob river flow by No-
vosibirsk Hydroelectric Power Plant on work of Novosibirsk water intakes 
situated downstream of it. 

1. Introduction 

The Novosibirsk Hydroelectric Power Plant has a lowland reservoir with relatively 
small operating storage. In a low-flow period of a low water year (for example, in 
winter) the critical water scarcity occurs in the reservoir, and the water level often 
falls below the dead water level. In that case, HPP has to work under policy of strict 
economy and spend no more water than it is necessary to cover peak demands for 
electricity. In other time of day, water discharge is performed according to some very 
low technical norm. The pronounced unsteady nature of water movement in some pe-
riods of time can lead to fall of water levels near water intakes of Novosibirsk below 
the values regulated by the Reservoir Water Management Rules, even under average 
daily discharge corresponding to sanitary norm. In that case, the inlets deepening may 
be not sufficient, and it may lead to air suction and thus breaking of normal work of 
pumps. 



 

The situation is aggravated by gradual lowering of mean water level down-
stream Novosibirsk HPP during the period of its exploitation caused by stream chan-
nel degradation because of HPP effect and sand and gravel mining from the river bed 
(Maltcev and Bavsky 2000). 

For the purpose of estimation of the influence of daily regulation of Ob river 
flow by Novosibirsk HPP on work of Novosibirsk water intakes, the numerical algo-
rithm of high accuracy for simulation of rapidly changing unsteady flow in an open 
channel of arbitrary shape was developed (Semchukov et al. 2003). 

2. Governing equations 

In Novosibirsk a lot of work on numerical simulation of unsteady flow in open chan-
nels was done by the Institute for Hydrodynamics of the Siberian Branch of Russian 
Academy of Sciences (Vasiliev 1999). 

For simulation of unsteady water movement, one-dimensional equations of 
Saint-Venant are used (Atavin 1975, Stoker 1957): 

equation of continuity (mass conservation law)  
Q q

t x
∂ ω ∂
∂ ∂

+ =  , (1) 

dynamic equation (momentum conservation law)  

( ) 2 0
Q QQ zQ v g

t x x K
∂ ∂ ∂ω
∂ ∂ ∂

⎛ ⎞
+ + +⎜ ⎟

⎝ ⎠
=  . (2) 

Here  ω  = cross-sectional area, m2; Q = discharge, m3/s; z = water level, m; q = dis-
tributed water inflow, m2/s; g = acceleration of gravity, m/s2; t = time, s; x = coordi-
nate along bed axis (at the line of greatest depth), m; v Q ω=  = mean velocity, m/s; 
K = conveyance of a bed. 

Conveyance K is defined by the Chezy formula K C Rω= , where 
1/ 61 rC n R=   is the Chezy factor defined by Manning equation, m1/2/s; nr is the 

roughness factor, s/m1/3; R is the hydraulic radius, m. For a river we can assume 
R = h , where  h Bω=   is the mean depth (B is a stream width, m). 

It is assumed that the flow is subcritical. In this case one border condition must 
be given for both inflow and ouflow sections of river reach under consideration 
(Atavin 1975, Rozhdestvensky and Yanenko 1978). 

In simulations described below, the water discharge as a function of time is 
given at the inflow section and a discharge rating curve (dependence of water dis-
charge on water level) is given at the outflow section: 
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( ) (,in inQ x t Q t= ) ,   ( ) ( ),out outQ x t Q z= . (3) 

An initial distribution of discharge and water level are given as initial conditions: 

( ) ( )0, startQ x t Q x= ,   ( ) ( )0, startz x t z x= . (4) 

3. Numerical algorithm 

Schematization of river bed is performed in the following way: a certain number of 
base sections are selected at the considered reach of river bed. These sections are situ-
ated in characteristic points of the bed, i.e. in the places of biggest widening and nar-
rowing, biggest and smallest depth and at the ends of considered reach. A few levels 
are selected at each section and for each level a bed width is found. Then geometric 
parameters are linearly interpolated along the river: first levels with certain number 
from the bottom are interpolated and then – bed widths at these levels. If the river has 
a few branches at a certain distance from the dam, a section is built to cross all 
branches, widths of branch beds at the same levels are summed up and then the 
branch beds are considered as a single bed. 

To prevent negative numerical effects, associated with a sharp change of bed 
geometric parameters, the diffusive procedure for smoothing morphometric informa-
tion was developed (Semchukov et al. 2003). 

The roughness factor, defining frictional force, plays a special role among 
morphometric characteristics of a bed. It is defined for each area between base sec-
tions based on bed character (Agroskin et al. 1964) and then can be specified by water 
level measurements under steady flow. The numerical procedure basing on numerical 
solution of Saint-Venant equations for steady flow was developed for this purpose. 

The explicit two step finite-difference scheme of Lax-Wendroff of second or-
der of accuracy by time and space was used for flow simulation (Lax and Wendroff 
1960). 

The Saint-Venant equations are solved in ‘discharge–cross-sectional area’ vari-
ables (q – ω), which allows to write the finite-difference scheme in almost divergent 
(almost conservative) form. Namely, all terms of equations (1-2), except of the term 
describing work of hydrostatic force, are approximated in divergent form similar to 
(Ostapenko 1993). Such approach allows obtaining an efficient numerical method, al-
lowing simulation of rapidly changing flow with high precision. 

The algorithm based on Saint-Venant equations written in characteristic form 
(Atavin 1975, Stoker 1957) was developed for numerical realization of border condi-
tions. 

The uniform grid was used and the time step was automatically chosen each 
time to provide stability of the finite difference scheme (the Courant number had to 
be not greater than 1). 
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4. Simulation results and conclusion 

In this work the 19.4 km long Ob River reach limited by section 200 m downstream 
Novosibirsk HPP dam, and section of Novosibirsk river gauge situated in the central 
part of the city, is under consideration. The scheme of this reach is given at Fig. 1. 
The right-bank and left-bank river intakes situated at 1 km and 12 km distance down-
stream dam, respectively, were chosen for analysis. Farther they will be designated as 
intakes № 1 and № 2. 

The only noticeable tributary at the considered reach of the Ob River is river 
Inya, but its discharge and distributed discharge were not taken into account in these 
simulations because of their relative smallness in the considered period of time. 

Fig. 1. Ob river reach under consideration. 
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The constant discharge Q, corresponding to its mean value during the period of 
simulation, and water level z, uniformly decreasing along the river, were given as ini-
tial conditions. Then, simulation with constant discharge at the inflow section, corre-
sponding to its initial value, was performed until achievement of steady state (as prac-
tice showed, steady state is achieved in a few hours). Then discharge at the inflow 
section began to change according to its hydrograph. 

In Fig. 2 the dotted line (1) displays the simulated profile of water level along 
river under constant discharge 1300 m3/s under roughness factor values defined by 
bed character, and solid line (2) – the same profile, but obtained under specified val-
ues of roughness factor. Here daggers designate the measured values of water level. 
The lower solid line designates the bottom level along the line of greatest depths. This 
figure shows that, as a whole, the used numerical model correctly describes the 
stream flow under roughness factor values, defined by bed character. 

In Fig. 3 the graph of real HPP discharge during March 16-17, 1988, is given. 
By that date the considered reach is usually free of ice, which justifies usage of the 
present stream flow model. During the first day of simulation time (corresponding 
to March 15), the discharge was constant to achieve steady state of stream flow. In 

F
a

 

ig. 2. Simulated water level profile under constant discharge of 1300 m3/s under initial (1)
nd specified (2) values of roughness factor.
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Fig. 3. HPP discharge graph at March 16-17, 1988. 

Fig. 4 the graphs of water level near intakes № 1 (A) and № 2 (B) under such dis-
charge are given. Here the dotted lines designate the inlet levels. 

In this case, the normal water level condition of intake № 1 is not provided 
once a day during 1 hour 10 minutes – 1 hour 40 minutes and at that time the water 
level falls up to 13-14 cm below the necessary one. The water level at intake № 2 
continues to be acceptable, but close to critical. We see that under such graph of dis-
charge, the uninterrupted work of intake № 1 is not provided in spite of the fact that 
the mean discharge is 918 m3/s, which is more than 2 times bigger than the sanitary 
norm, and minimum discharge is 276 m3/s, which is also more than the value of 
240 m3/s, allowed for daily regulation (the maximum discharge is 2593 m3/s). 

The simulations with cyclically changing HPP discharge with 450 m3/s mean 
value (minimal sanitary discharge for winter conditions) and 12 hours oscillation pe-
riod were also undertaken. The amplitude of oscillation was 10%, 20% and 50% of 
the mean value. Already at the 20% discharge oscillation, the normal water level con-
dition of intake № 1 is not provided 2 times a day during 4 hours and at that time the 
water level falls up to 7-8 cm below the necessary one, and at 50% discharge oscilla-
tion, the water level at intake № 2 is critical 2 times a day during 2-3 hours. 
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Fig. 4. Simulated water level graphs at intakes № 1 (A) and № 2 (B) during March 16-17 
1988. 

The given simulations show the importance of accounting for impact of daily 
regulation of Novosibirsk HPP discharge on water supply of Novosibirsk and the ne-
cessity of additional research on choosing allowable conditions of daily regulation of 
discharge during winter low-water period. 
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Abstract  

One-dimensional Fickian dispersion models such as the advection diffusion 
equation (ADE) are commonly used to analyse and predict concentration distri-
butions downstream of contamination events in watercourses. Such models are 
only valid once the tracer had entered the equilibrium zone. This paper com-
pares previous theoretical, experimental and numerical estimates of the distance 
to reach the equilibrium zone with new experimental values, obtained by exam-
ining the change of skewness in a tracer profile, downstream of a cross-
sectionally well mixed source. Closer agreement was found with Fischers’ theo-
retical estimate than prior experimental and numerical studies. 

Key words: environmental hydraulics, longitudinal mixing experiment, advec-
tion diffusion equation, advective zone. 
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Abstract  

In the paper, flow routing process in a river system within the context of 
real-time flood forecasting is discussed. Adaptation of St. Venant model for 
peak flow forecasting in a river system with the presence of uncontrolled inflow 
was introduced. The principal idea of the presented approach is to separate fore-
cast of the peak flow discharge from the peak occurrence time. An illustrative 
example based on historical flow data taken from Raba river demonstrates the 
efficiency of the presented method.  

1. Introduction 

In recent years, more and more floods are observed in the same regions of the world. 
These floods constitute the threat for urbanized area and for people living there. Effi-
cient management of flood protection system and flood warning system requires effi-
cient real-time flood forecasting in a river system. In the paper, a method of real-time 
peak flow forecasting in the outlet cross section is described. This approach to fore-
cast is based on measurements at the gauging stations of the river system and applica-
tion of one dimensional hydrodynamic model (St. Venant model). Within the 
approach proposed by the present author, attention is focused on uncontrolled lateral 
inflow impact.  

The real-time catchment outflow forecasting is based on rainfall-flow relation 
or flood routing models. If meteorological rainfall forecasts are available, they may 
be introduced as input data for hydrological models in order to increase the lead time 
value; however, this kind of forecast is not so accurate (Young et al. 2000) as the ones 
based on direct flow measurements in the gauging stations. In the cases of lowlands 
and sometimes also in downstream parts of highlands catchment, flood routing data 
could be sufficient to achieve flow forecasting that is reliable and accurate enough. 



 

 
For this purpose, we can use empirical relations between delayed flow variables 
measured in the inlet and outlet gauging stations or flood routing models combined 
with updating techniques.  

Empirical models are often efficient in real-time forecasting because they allow 
to incorporate errors involved with unknown input variables (uncontrolled inflows) 
and these models usually do not require data describing river system characteristics. 
On the other hand, hydrodynamic models offer the whole time series forecast instead 
of a single time average value. This feature is especially valuable for determining the 
peak flow occurrence time. 

2. Flow forecasting approach 

The river system with inlet gauging stations located at upstream end of the main river 
channel and downstream ends of tributaries is considered. The assumption was made 
that the uncontrolled uniform lateral inflow occurs along the main river channel. The 
purpose is to obtain updated forecasting of peak flow at outlet cross-section. To 
achieve this purpose, two stages of procedure on the basis of St. Venant model appli-
cation is proposed. At the beginning, time of peak flow occurrence is determined 
(Peak Timing Procedure) and the next stage is to determine peak discharge value 
(Peak Discharge Procedure). 

The St. Venant model could be introduced as follows (Szymkiewicz 2000): 
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where: t = time; x = longitudinal coordinate; Q = flow discharge; Z = water level; 
q = lateral inflow rate; A = wetted flow area; sf = friction slope. 

The following notation was introduced: T1 = time of peak flow occurrence in 
the inlet cross section located at the main river channel; T2 = time of peak flow occur-
rence in the outlet cross section; T2" = forecasted peak flow occurrence time at the 
moment Tp∈(T1, T2); Tb = period of time in which Tb > T2 . The numerical solution of 
Eq. (1) is adopted for real-time flow forecasting at the outlet cross-section, according 
to the following procedures: 

Peak Timing Procedure 
1. Determination of model’s actual initial state at moment Tp in the form of 

Eq. (3), based on the measured actual input-output flow variables and past ini-
tial state at the moment Tp – ∆t . 

Marzena
Tekst maszynowy
122



 

 
2. Upstream boundary condition was set as a discharge time series in period of 

time (Tp, Tb) extrapolated from measured time series by polynomial function 
(for the flows from falling limb of hydrograph) or by constant flow value 
taken from the while Tp at inlet cross-sections with time interval ∆t (at this 
stage, uncontrolled inflow is not included). 

3. Downstream boundary condition setting as a rating curve or the Manning for-
mula. 

4. Application of St. Venant model for time series calculation in the outlet cross 
section in period of time (Tp, Tb) and calculation of peak flow occurrence time 
estimate T2'. 

5. Correction (∆T2') of T2' value due to uncontrolled inflow impact. Observed val-
ues of T2 taken from historical hydrographs are compared with calculated val-
ues T2' to determine correction ∆T2' and its relation to inlet or outlet peak flow 
discharge. Calculation of T2" = T2' + ∆T2'. 

Peak Discharge Procedure 
1. Initial condition setting for the moment Tp in the form of Eq. (3). 
2. Setting of upstream and downstream boundary condition in similar form as 

previously, but the lateral inflow calculated within period of time (Tp, T2') was 
added (Section 2.1). 

3. Application of St. Venant model for discharge series forecasting in outlet cross-
section within period of time (Tp, T2'). 

To estimate uncontrolled lateral inflow within the period of time (Tp, T2'), it is 
necessary to introduce the error model. This model is often expressed in the form of 
autoregressive process (Madsen et al. 2000); it allows for prediction of future error 
values based on the calculated past time series. 

2.1 Calculation of uncontrolled lateral inflow time series 

There are several ways to achieve uncontrolled inflow estimation. It is possible to in-
corporate uncertainty about dynamic model and measurement which would lead to 
stochastic modeling (Fread et al. 1993). If dynamic model is plausible enough and in-
termediate gauging stations are available, there is an opportunity for inverted solution 
of St. Venant model equations to achieve actual vector of flow variables in the form 
of Eq. (3) together with uncontrolled inflow values (Szymkiewicz 2000). The easiest 
way for inflow estimation consists in storage equation solution. Within this approach 
parts of river channel between two gauging stations could be treated as a reservoir. 
The uncontrolled inflow could be approximated by the following equation: 

1
1
i ii i

i m

R Rq Q
t

+ −
= − +

∆
Q  (2) 
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where: i = index of discrete time; Q1 = measured (calculated) discharge at upstream 
cross section; Qm = measured (calculated) discharge at downstream cross section; q = 
uncontrolled inflow discharge; R = storage value; ∆t = interval of time between suc-
ceeding measurements. 

Storage R is calculated for known water level measurements and based on 
available channel geometric data. Inlet and outlet discharges are assumed to be con-
stant within period ∆t and could be evaluated by Manning formula or by rating curves 
if they are available. 

2.2 Model initial state updating 

For intermediate cross-sections (Fig. 1), vector of flow variables is calculated based 
on numerical solution of St. Venant model equations for: given (previously calcu-
lated) lateral inflow discharge, measured inlet discharge and initial condition. The 
vector of variables has the following notation: 

( ) 2 3 1 2 3 1, ,.., .., , , ,..., ,...,[ ]p p p p p p p pT T T T T T T T
p i m iQ T Q Q Q Q Z Z Z Z−= m−  (3) 

where: m = number of cross-sections,  = discharge at cross section i at moment 

T

pT
iQ

p;  = water level elevation at cross section i at while TpT
iZ p. 
 

   q L

∆ X   Direction of flow 

Tp
 
 
 
 
 
 

 
 Tp    Tp         Q 3 Tp        Q4  Tp      Qm

TpTp       Q 2        Q m - 1Q 1    

Fig. 1. Space discretization scheme. 

3. Application example 

The example is concerned with simulation of real-time hourly flow forecasting in the 
outlet cross-section of Raba subcatchment (Fig. 2). Raba is a Carpathian river which 
inflows to Vistula river (one of the main rivers flowing through Poland). Subcatch-
ment of Raba taken for analysis is downstream part between Dobczyce reservoir 
cross-section (60.1 km) and Proszówki gauging station (21.7 km). The catchment area 
is equal to 702 km2, average channel bottom slop is 0.14%. There are eight small 
tributaries from which Stradomka river is the biggest. At the outlet cross-section of 
Stradomka there is gauging station Łapanów.  
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Flood routing time between boundary cross sections is changing from 4 to 12 

hours, depending on the peak flow value at outlet station (Proszówki). Average per-
centage of uncontrolled inflow determined on the basis of historical flood events is 
about 20% of total outflow. This uncontrolled lateral inflow is very weakly correlated 
with inlet 1 (Fig. 2) inflows (R2 = 0.39). 

Hec-Ras 3.1 program and Excel spread sheet were used for calibration and 
validation  of forecasting model. The four-point implicit schema is applied to solve 
numerically Eq. (1) within Hec-Ras 3.1. The number (m) of cross-sections used in the 
numerical example is 405. 
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Fig. 2. Raba subcatchment scheme. 

The historical data used for calibration and validation are in the form of one 
hour average discharge hydrographs observed at inlet and outlet cross-sections. 

3.1 The model calibration 

The first stage is concerned with Manning coefficient estimation on the basis of his-
torical events from the years 1991 (peak discharge at Proszówki = 320 m3/s) and 1996 
(peak discharge at Proszówki = 580 m3/s). In these cases, Manning coefficient cali-
bration (n = 0.03) was preceded by uncontrolled inflow determination. Root mean 
square error (RMSE) of simulated discharge hydrograph was used as an objective 
function. Optimization was realized by trial and error method. The second stage is 
concerned with the model error identification and calibration. The first order AR 
model has similar RMSE value as higher order models calculated for the data, and 
that is why it was chosen (Eq. 4) for uncontrolled inflow prediction. Although the co-
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efficient value is optimal in respect of error process explanation, it is not necessarily 
optimal in respect of peak flow forecast accuracy at the outlet cross section. On the 
basis of forecast simulations for historical flood events, a constant value of inflow-
error within lead time period was found more efficient for peak flow forecast accu-
racy. Correction of peak timing (∆T2') was assumed to be one hour if peak discharge 
at inlet cross section (Dobczyce) was greater than 350 m3/s, otherwise no correction 
was introduced. 

1 0.95i iq q+ = ⋅  . (4) 

3.2 The model validation 

Three historical flood events from the years 1994, 1995, and 1997 were used for 
model validation. Forecasts simulation was started whenever peak flow at inlet cross-
section was observed. With every hour the forecast was updated and lead time value 
was decreased every one hour automatically.  

Although the target of forecast was peak flow, dynamic modeling allows for 
discharge time series calculation previous to the peak (within lead time period). Re-
sults of high flow time series forecasting simulations for flood in the year 1997 are il-
lustrated in Fig. 3. The range of lead time (3-10 hours) is changing with respect to 
flood events (Table 1) and its maximum value corresponds with peak flow routing 
time value.  

The peak discharge relative error (PDE) and the right side peak time shift error 
values (RTS) are presented in Table 1. Results show that if lead time value is less 
than 67% of peak routing time, errors values are acceptable and they do not exceed 
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Fig. 3. Results of  test flow forecasting at Proszówki cross-section for flood in the year 1997. 

Marzena
Tekst maszynowy
126



 

 
10.1%. Peak timing in the historical cases from the years 1996 and 1997 at Proszówki 
station (Q > Q20%) are accurate enough, although in the cases of middle peak flow 
(cases from the years 1991 and 1995) values, it is not possible to get peak timing 
properly in the described way. 

Table 1 

Values of forecasted peak discharge, Qp , at Proszówki cross-section and the errors values: 
PDE (peak discharge error), RTS (right side time shift error) 

Lead time 
[hours] 10 9 8 7 6 5 4 3 

Qp  [m3/s] 547.26 547.26 655.91 683.35 695.86 708.23 738.56 719.97 
PDE [%] 25.0 25.0 10.1 6.4 4.7 3.0 1.2 1.4 1997 
RTS  [h] -2 -2 2 2 1 -1 -1 -1 

 
Qp  [m3/s] 542.69 542.69 579.13 579.16 590.07 599.65 579.23 585.09 
PDE [%] 6.6 6.6 0.3 0.3 1.6 3.2 0.3 0.7 1996 
RTS  [h] 0 0 0 0 0 0 0 0 

 
Qp  [m3/s] - - - 313.47 313.47 313.47 332.43 332.43 
PDE [%] - - - 7.2 7.2 7.2 3.9 3.9 1995 
RTS  [h] - - - 2 2 2 3 2 

 
Qp  [m3/s] - - - - - - - 361.1 
PDE [%] - - - - - - - 0.4 1994 
RTS  [h] - - - - - - - 2 

4. Conclusions 

The individual flood routing model makes it possible to forecast the flow effectively 
in parts of catchment where direct meaningful surface outflow caused by rainfall does 
not occur. This situation happens usually in lowlands catchments, however the results 
of forecasts simulations presented in the paper have shown that there is a possibility 
to achieve accurate enough forecast also in downstream part of some highland catch-
ment, without any rainfall data, in spite of meaningful uncontrolled inflow occur-
rence. 
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Abstract  

In the paper the results of the sensitivity analysis of the rainfall-runoff model 
are presented. Calculations were made on the basis of the nonlinear reservoir 
model. The influence of the three basic catchment parameters – roughness, 
length and slope on the outflow hydrograph – was investigated. It was noticed 
that in the assumed range of parameters the time to the peak outflow is inde-
pendent of their values. The time to peak is influenced by the rainfall hyeto-
graph shape. The peak outflow depends on a certain combination of catchment 
parameters called the catchment characteristic. The impact of this characteristic 
depends on rainfall properties. The obtained results allow to develop the for-
mula to estimate rainfall characteristic influence on the peak outflow without 
a need of the rainfall-runoff model application. 

1. Introduction 

The use of a rainfall-runoff model requires adjusting of its parameters values in the 
model calibration process (Lei and Schilling 1998). This adjusting of parameters val-
ues is performed on the basis of an agreement between model output and measure-
ment results. A calibration can be done “manually” by a trial-and-error method or us-
ing an optimisation procedure (Boyle et al. 2000). In both methods a preliminary 
determination of the range of parameters variability is needed. This range depends on 
physical interpretation of the parameter. A sensitivity analysis is often combined with 
calibration because it allows an estimation of parameters influence on the model out-
put. In calibration process, only parameters with significant impact on model output 
should be taken into account (Lei et al. 1999). 



 

 
Among all parameters of the rainfall-runoff model the ones describing imper-

vious areas play an important role. Due to the high percentage of impervious surfaces 
in urban catchments these parameters dominate in runoff computation. An outflow 
from pervious surfaces occurs only if the rainfall intensity exceeds a retention capac-
ity of these areas. An impervious area is characterised by roughness coefficient n, 
slope s, length (flow path length) L and hydrological losses connected with detention 
storage and wetting of the catchment surface. This kind of hydrological losses appears 
at the beginning of the rain event, thus their impact on the remaining part of hyeto-
graph and the runoff hydrograph resulting from it is relatively small. The outflow hy-
drograph shape is influenced by the parameters describing geometry and hydraulic 
properties of the catchment – its roughness, slope and length. 

In the paper, an alternative approach to traditional sensitivity analysis is pre-
sented. In the traditional sensitivity analysis an impact of each parameter is investi-
gated by performing simulations of runoff for the assumed range of parameters. It 
was shown in the paper that in a nonlinear reservoir model the form of outflow hy-
drograph depends on a certain combination of parameters called the catchment char-
acteristic C. Consequently, results of the sensitivity analysis of runoff from an urban 
catchment computed by the nonlinear reservoir model on the catchment characteristic 
C are presented. Within this analysis an influence of the catchment characteristic C on 
the peak outflow QMAX and the time to peak TTP is investigated. A rainfall character-
istics influence parameter ε is developed to combine an influence of four main pa-
rameters of rainfall on the peak outflow. It allows to extend the sensitivity analysis of 
the runoff described above on rainfall events. 

2. The nonlinear reservoir model 

2.1 The basic equations of the model 

The nonlinear reservoir model can be described as a simplified form of the kinematic 
wave model. In the method of runoff calculation applied to this model, a catchment is 
treated as a rectangular channel with bottom slope s, roughness n, width B and depth 
h. An outflow from a catchment is computed as an unsteady flow in a channel with a 
lateral inflow equal to an effective rainfall. The kinematic wave model is described by 
a set of two equations (Chow 1964, Szymkiewicz 2000): 

• the continuity equation 

q  
x
Q

B
1  

t
h

=
∂
∂

⋅+
∂
∂  (1) 

where: B = catchment width [m]; h = runoff water layer depth [m]; q = rainfall inten-
sity [m/s]; Q = outflow rate [m3/s], t = time [s]; x = longitudinal coordinate [m]. 
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• the momentum equation, according to which the bottom slope s is equivalent 
to the friction slope S 

S  s =  (2) 

where  s = catchment slope [-]; S = friction slope [-]. 

 These relations can be treated as a specific form of de Saint-Venant equations 
in which the momentum equation is simplified by neglecting the inertia and the pres-
sure forces. Consequently, this equation is reduced to the steady flow formula and can 
be rewritten as in the form of Manning relationship: 

3
5

h
n
sB  Q ⋅⋅=   (3) 

where  n = Manning’s roughness coefficient [s/m1/3]. 

 The continuity equation (1) describes the changes of water layer depth along 
a flow path (catchment length) in time. In practical applications calculations are often 
limited to one cross-section located at the end of a catchment. Thus, this equation can 
be simplified to an ordinary differential equation: 

q  
A
Q  

dt
dh

=+   (4) 

where  A = catchment area [m2]. 

 Substituting relation (2) for Q, the continuity equation can be written as: 

q  
Ln
hs  

dt
dh 3

5

=
⋅
⋅

+   (5) 

where  L = catchment length (runoff path length) [m]. 

 This equation is known as the nonlinear reservoir equation and can be solved 
iteratively, e.g. by means of Newton method assuming the initial condition tO and the 
boundary condition hO. 

2.2 The catchment characteristic C 

The three parameters describing catchment properties: roughness n, slope s and length 
L occur in both kinematic wave model equations (Huber and Dickinson, 1992). They 
can be aggregated to give an expression called the catchment characteristic C: 

Ln
sC

⋅
=   (6) 

where  C = catchment characteristic [s-1⋅ m-2/3]. 
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 Using the catchment characteristic defined above, the continuity and the mo-
mentum equations can be written as follows: 

q h C  
dt
dh 3

5

=⋅+   (7) 

3
5

hCA  Q ⋅⋅=   (8) 

A change of catchment parameters values without change of the catchment character-
istic value does not influence the model output. There are many sets of catchment pa-
rameters fulfilling relations (7)-(8). Determining an optimal set of catchment parame-
ters in a calibration process requires an estimation of parameter variability limits. The 
range of parameters is confined by physical conditions. 

3. The sensitivity analysis of runoff 

3.1   The scope of analysis 

The sensitivity analysis was carried out in order to determinate the influence of the 
catchment characteristic C value on a runoff hydrograph form. It was assumed that 
the runoff hydrograph is described by two parameters – the time to peak outflow 
(TTP) and the peak outflow QMAX. 

Calculations were performed for the artificial impervious catchment of 1.0 ha 
area. Hydrological losses were neglected, so rainfalls can be identified with effective 
rainfalls. Within analysis, 104 historical rain events recorded in the city of Poznan in 
years 2002-2004 were used. Rainfall measurements were performed at two gauging 
stations equipped with tipping bucket rain gauges. The following ranges of the 
catchment parameters values were assumed: 

• roughness n 0.010-0.030 [s/m1/3] 
• length L 50-150  [m] 
• slope s 0.001-0.100 [-] 

Thirty combinations of these parameters were used for the computation of the catch-
ment characteristic C which was located in the range from 0.022 to 0.316. The next 
stage of analysis was performed for characteristics from these intervals. 

3.2   The influence of catchment characteristic C on time to peak outflow (TTP) 

The time to peak depends on a rain hyetograph representation. The nonlinear reser-
voir model requires rain data in a discrete form. A rainfall is represented by a set of 
impulses with the duration τ and the intensity q or the depth H. 

It was observed that the time to peak is always equal to the time of the end of 
a certain rain impulse in a hyetograph. Most often this is the maximal rainfall inten-
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sity (or the maximal depth). Hence the time to peak outflow is a function of the rain-
fall time resolution τ. 

No influence of the catchment characteristic C on the time to peak outflow 
(TTP) was noticed in the assumed range of C values, i.e. for the majority of analysed 
rain events the time to peak was the same regardless of the characteristic C value. 
A change of TTP took place in two cases: 

• If several rainfall impulses with the same or similar intensity (depth) domi-
nated the hyetograph, the time to peak outflow was located in the range of 
these impulses (Fig. 1a). 

• In a multi-peak hyetograph the outflow peak optionally “jumped” from one 
rainfall peak to another (Fig. 1b). 

In both situations the time to peak was always a multiple of the rainfall time resolu-
tion τ. 

Fig. 1. The graphical interpretation of time to peak outflow (TTP) variability. 

3.3   The influence of catchment characteristic C on the peak outflow QMAX 

The peak outflow QMAX can be expressed as a function of the catchment characteristic 
C by the following power equation: 

ε⋅ω= CQMAX   (9) 

where ε, ω are the power equation coefficients [-]. 

The coefficient ω is a measure of the absolute outflow value. First of all, it de-
pends on rainfall intensity and will not be analyzed in further parts of this paper. The 
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exponent ε is a measure of catchment characteristic C influence on the peak outflow. 
If this influence is weak, the exponent value is close to zero and the whole expression 
Cε is approaching unity. The ε value equal to unity indicates a linear relationship be-
tween the catchment characteristic C and the peak outflow. 

It was observed that the influence of catchment characteristic C on peak out-
flow depends on individual rainfall properties, which are expressed by the exponent ε. 
For the considered 104 rain events, values of the exponent ε were located in range 
from 0.0654 to 0.7794. The mean value of ε was equal to 0.4285. 

Combining the catchment characteristic (Eq. (6)) with power relation (Eq. (9)) 
yields the following equation (10) which enables, after some rearrangements (Eqs. 
(11)), to determine an impact of individual catchment parameters on the peak out-
flow: 
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The influence of catchment roughness n and length L represented by the expo-
nent ε is equal to each other but the impact of slope s is less by half. It should be no-
ticed that in literature other parameters than the ones mentioned above are pointed as 
the most important for runoff modelling (Zaghloul 1981, Kowalska and Prystaj 1996, 
Lei et al. 1999). This can be a result of taking ranges of parameters variability differ-
ent from those assumed by authors. For instance, assuming a narrow range of parame-
ter variability can diminish its impact on the peak outflow. 

The sensitivity analysis of the peak outflow QMAX on the catchment characteris-
tic C makes it possible to estimate an influence of each parameter. It was also con-
firmed by an analysis performed by the author (Skotnicki 2006). 

4. The relation between rainfall parameters and exponent ε of power equation 

An analysis of the exponent ε calculation performed for 104 rainfalls for selected val-
ues of C allows to formulate the following conclusions: 

• For rain events of long duration with small variability of intensity in time the 
values of the exponent ε are also small. In the extreme case of uniform rain-
fall intensity, the runoff is constant. Its value is equal to the product of 
a catchment area and a rainfall intensity. 

• The largest values of exponent ε were observed for the rain events with the 
significant dominating peaks. 
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Knowledge about the impact of rainfall parameters on the peak outflow can be 

used in the rain event selection for model calibration. A small value of the exponent ε 
implies a small sensitivity of the peak outflow on changes of these parameters. Crite-
rion of accepted accuracy of QMAX evaluation is fulfilled in this case for a broad range 
of catchment parameters – too wide to determine the relatively narrow range required 
for calibrated parameters. It refers to the statement of Schilling that the aim of calibra-
tion is to establish a set of parameters or their range, possibly narrow. Thus, rainfalls 
characterized by a small value of the exponent ε are not useful in the model calibra-
tion. The influence of the rainfall parameter on model output can be investigated by 
sensitivity analysis. Instead of traditional sensitivity analysis which requires applica-
tion of special mathematical tools based on FOSM or Monte Carlo methods devel-
oped at computer models used for performing large number of simulations (e.g. in 
Monte Carlo method) a simple method for rain parameter influence estimation is pro-
posed. It is based on developing relationship between rainfall parameters and the ex-
ponent ε which combines influences of a rainfall event i.e. all rainfalls parameters on 
the peak runoff. It allows to estimate rainfall parameters influence on the peak runoff 
without necessity of computation, i.e. without application of any rainfall-runoff 
model.  

By derivation of this relationship, the following assumptions were made: 

• The formula describing the relationship will be developed for performing 
a simplified version of the sensitivity analysis, results of which can be less 
accurate than results of a full sensitivity analysis based on simulation of rain-
fall-runoff process. 

• The rainfall parameters introduced in the formula should have unique inter-
pretation and should be easy to determine. 

• The formula should be simple and easy to practical use. 

Taking into account the assumptions specified above, four rainfall parameters were 
chosen: 

• the total rainfall depth H [mm], 
• the rainfall duration time T [min], 
• the ratio of maximum to mean rainfall intensity qMAX/qAV [%], 
• the relative time to peak rain intensity tM [-]. This time is defined as ratio of 

initial time of peak rainfall impulse to the total rainfall duration time. In the 
case of a multiple peak, the first impulse is taken into consideration. 

A linear function was chosen to describe the relation between the exponent ε 
and rainfall parameters: 

ϕ+⋅δ+⋅γ+⋅β+⋅α=ε MAV/MAX tqTH   (12) 

where α, β, γ, δ,ϕ are the regression equation coefficients [-], 
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Parameters α, β, γ, δ, ϕ were computed using multiple linear regression tech-
nique. It required evaluation of the exponent ε, which was performed within analysis 
based on the set of 104 rain events and the nonlinear reservoir model. Ranges of rain 
parameters used in the analysis are shown in Table 1. 

Table 1 

Ranges of rain parameters used in the analysis 

Rainfall parameter Measurement 
sets H [mm] T min qMAX/AV [-] tM [%] 

Range 3.0-30.6 10-100 1.0-7.8 5-100 
Subset A 

Average 6.8 62.6 3.2 33.4 

Range 3.0-10.0 10-100 1.3-5.6 5-93 Subset B 
(verification) Average 5.1 64.9 2.7 32.0 

 
The whole set of rainfall measurements consists of two subsets. Subset A con-

taining 54 rain events recorded at one gauging station was used for determination of 
regression coefficients in Eq. (12). For this purpose the Excel spreadsheet was used. 
The verification of the derived equation was performed using the 50 rainfalls (sub-
set B) recorded at second gauging station. An application of the procedure described 
above resulted in the following form of Eq. (12): 

6.0H01.0)tT(03.0q05.0 MAV/MAX +⋅−+⋅−⋅=ε   (13) 

The mean relative error of exponent ε evaluation for subset B amounts to 30%. 
The mean absolute error is 0.10 and the mean exponent ε value is equal to 0.41. This 
level of exponent ε accuracy can be assumed as satisfactory keeping in mind the as-
sumption about the simplified version of the proposed sensitivity analysis. 

5. Conclusions and remarks 

• The impact of the catchment characteristic C as well as individual catchment 
parameters on runoff hydrograph depends on rainfall characteristics. 

• For an individual rainfall the influence of basic catchment parameters on 
QMAX depends on the type of parameter. The value of the exponent ε, which is 
a measure of this influence, is the same for roughness n and length L and less 
by half for slope s. 

• The time to peak outflow depends on a rainfall hyetograph shape and its 
value is a multiple of rainfall time resolution τ. Hence, the precise reproduc-
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tion of time, and for large catchments also spatial variation of the rainfall is 
required for proper modelling of runoff. 

• The introduction of the catchment characteristic C reduces the number of 
catchment parameters from three to one without loss of model properties. In-
formation about model sensitivity for one parameter allows to determine the 
sensitivity for the remaining two parameters of the catchment. 

• The developed formula for exponent ε calculations (eq. 13) allows to estimate 
rainfall parameters influence on the peak runoff without necessity of the rain-
fall-runoff model application.  
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Abstract  

Three-layer sediment transport model was originally developed for hydrody-
namic conditions induced by waves and currents in coastal zones (Kaczmarek 
1999). With some modifications, the model can be applied for the description of 
transport and vertical sorting of graded sediment in rivers. Both theoretical ap-
proach and some chosen results of the study are presented in the paper. 

1. Introduction 

Three-layer sediment transport model was developed for the hydrodynamic condi-
tions of coastal zone (Kaczmarek 1999). A lot of calculations and comparisons with 
experimental data show that for intensive transport conditions the model gives good 
results (Kaczmarek et al. 2004a). Following Kaczmarek et al. (2004b) and Sobczak 
(2005), the model is being applied for the description of sediment transport in rivers. 
The paper presents details of mathematical description and some chosen results of 
calculations. 

2. Mathematical model 

2.1 Sediment transport 

Knowing the concentration profile c(z) and velocity profile u(z) of sediment, the 
transport over depth h is calculated on the basis of the following equation: 



 

 

0

( ) ( )
h

q u z c z d= ∫ z

tive velocity and concentration. The profiles of representative velocity u(z') and con-

 , (1) 

2.2 Description of vertical sorting and transport of graded sediment in rivers 

Following Kaczmarek (1999), sediment transport column is divided into three layers: 
bed, contact and outer layer (Fig. 1). Concentration and velocity profiles of sediment 
are described using different equations in each layer, due to different character of 
transport processes. 

It is assumed that in the bed layer, because of the interaction effects between 
closely packed grains, finer fractions are retarded and, as a result, all fractions move 
as a mixture, with the same velocity and concentration. Further, upward from the bed, 
as a consequence of mechanisms of momentum exchange inside the contact layer, all 
fractions move with different transport rates. Thus, the above approach describes the 
situation when the most intensive sorting takes place during the pickup processes. Af-
ter that, in the outer layer, it is assumed that the grain size distribution remains fairly 
constant. 

Fig. 1. Three-layer description of sediment transport. 

1. Bed layer 

It is assumed that the individual fractions, contained by the elementary volumes, 
closely interact with each other, i.e. fine grains are retarded by less mobile coarser 
ones. Consequently, all fractions are moving as a mixture with the same representa-
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centration c(z') in the bed layer are proposed to be found from the set of equations (2) 
and (3). The hydrodynamic conditions and shear stress, being main reason of particles 
movement, are represented by friction velocity uf. Original equations were derived by 
Kaczmarek (1999). Recently, the equations were modified by addition of gravity 
components acting on sediment particles, considering the bed slope inclined by an-
gle ξ. The approach origins from theory of Sayed and Savage (1983), developed for 
the flow of dry granular material on the slope. 

( )
2⎛ ⎞0 20

1
0

sin sin 2 sin
z

f s
m

c c u u g cdz
c c z

α ϕ ψ µ ρ ρ ρ ξ
′− ∂⎛ ⎞ ′+ = + −⎜ ⎟ ⎜ ⎟′− ∂⎝ ⎠⎝ ⎠
∫  (2) 
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0,2
1 0

1 sin sin 2 cos
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m c c

c c u u g
c c z

µ
α ϕ ψ µ ρ ρ ρ

µ

′

=

⎛ ⎞ ⎛ ⎞− ∂⎛ ⎞ ′− + = + −⎜ ⎟ ⎜ ⎟⎜ ⎟′− ∂⎝ ⎠ ⎝ ⎠⎝ ⎠
∫ cdzξ  (3) 

where: z' = local vertical spatial coordinate for the bed layer; ρ = density of fluid; ρs = 
density of sediment; α0 = constant described in (van Rijn 1993); cm = maximum con-
centration of the bed sediment; c0  = concentration of sediment at the theoretical bed 
elevation;  ϕ = quasi-static angle of internal friction; ψ = angle between the major 
principal stress and the horizontal axis (Kaczmarek et al. 2004b); µ0,2, µ1 = functions 
of the concentration, expressed by (Sayed and Savage 1983) and (Sobczak 2005); 
ξ = angle corresponding to the bed slope.  

π ϕ
4 2

ψ = −  (4) 

1
2 1

0.03
( )s md c c

µ
ρ

=
− .5  (5) 

0,2
2 1

0.02
( )s md c c

µ
ρ

=
− .75  (6) 

where: d = representative diameter of sediment (d50  in case of graded sediment). 

ted: 
α0/(ρs 
s

differences  between  the calculated  concentration profiles  in the range  of small bed 

For the calculations the following values were assumed and tes
gd) = 1, cm = 0.53, c0 = 0.32  and  ϕ = 24.4°. The set of equations (2) and (3) is 

olved using iteration with numerical integration. Friction velocity uf  is calculated on 
the basis of the procedure presented by Sobczak (2005). The flow velocities can be 
taken directly from the measurements, like in the present study, or as a result of calcu-
lations (e.g. from de Saint-Venant equation set). The example of concentration pro-
files in the bed layer for the same particle diameter and flow conditions (d = 0.4 mm, 
uf = 0.12 m/s) and for different river bed slopes is presented in Fig. 2. As it is seen, the 
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concentration [m3/m3] 

Fig. 2. Concentration profiles for different river bed slopes (d = 0.4 mm, uf = 0.12 m/s). 

Fig. 3. Velocity profiles in bed layer for different sediment diameters under the same flow
conditions (uf = 0.12 m/s). 
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slopes are not too significant. However, in the case of bed forms, where slope is 
changing rapidly on short distances, the gravity component can be important. 

The examples of velocity profiles in function of dimensionless ratio z'/d for dif-
ferent sediment size under the same hydrodynamic conditions (uf = 0.12) are pre-
sented in Fig. 3. It is seen that the smaller the sediment size, the smaller the thickness 
of active layer. Please note that the vertical ranges of presented curves are: 
5∗0.3 = 1.5 mm, 3.8∗0.5 = 1.9 mm and 2.5∗0.8 = 2.0 mm. 

2. Contact layer 

In the contact load layer, the i-th fraction velocity and concentration are modelled us-
ing the following equations, proposed by Deigaard (1993): 
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wh r; 
cc(z") = sediment concentration in the contact layer; αs, βs = coefficients according to 
Deigaard (1993); cM = added mass coefficient; cD = drag coefficient, l = mixing 
length ; 

ere: z" = local vertical coordinate; uc(z") = sediment velocity in the contact laye

0.4l z zκ ′′ ′′= = κ  = von Karman constant; ν  = kinematic viscosity; s =rela-
tive density of sediment  s = ρr /ρw; ws = settling velocity.  

The continuity of transport is assumed at the boundary between bed and contact 
layers. The values of velocity and concentration in the contact layer at the theoretical 
bed elevation correspond to the calculations in bed layer.  

The thickness of the contact layer is found using van Rijn's formula for salta-
tion height (van Rijn 1993): 

0.7 0.5
*0.3D d Tδ =  (9) 

where: D∗ = dimensionless diameter calculated as presented in (10); T = transport 
stage parameter described by (11). 

( )1/ 32
* ( 1) /D d s g ν= −  (10) 

( )cr crT τ τ τ= −  (11) 

where:  τ = shear stress; τcr = critical shear stress according to Shields. 
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The solution of the set of equations (7) and (8) in the form of velocity and con-

centration profiles is found using numerical iteration.  The thickness of contact layer 
in calculation of sediment transport is limited to the saltation height δ.  

The examples of concentration and velocity profiles for different sediment size 
for the same flow conditions (uf = 0.12 m/s) are presented in Fig. 4. 

 

 

Fig. 4. E ation and velocity profiles in he contact layer for different sedi-
ment diameters. 

concentration [m3/m3] velocity of sediment [m/s] 

xample of concentr  t

described using Rouse for-
mula. 

The results of comp

classes were recorded simultaneously by 
one laser shot at frequency of 1 
to the water surface. This technique allowed us to collect vertical concentration pro-
files for individual fractio
depths hi). Additionally, flow velocities were measured, needed as input for calcula-

3. Outer layer 

In the outer layer the i-th fraction concentration profile is 
It is derived on the basis of advection-diffusion equation. The reference con-

centration is assumed to be equal to those computed at van Rijn’s saltation height c(δ) 
in the contact layer.  

utations versus field data are presented in Fig. 5. Dots rep-
resent measured concentrations of suspended sediment at Lower Vistula River re-
corded in 2003 (km 863+000). Measurements were made using laser particle size ana-
lyser LISST-100. Concentrations of 32 size 

Hz. The device was slowly pulled from the river bed 

ns of graded sediment (simultaneously measured values ci at 

tions of friction velocity uf. 

  

Marzena
Tekst maszynowy
144



 

 

Fig. 5. Results of calculations of concentration profile in outer layer (solid lines) versus me-
asured data (dots). 

3. Summary 

Sediment transport in rive escribed with respect to the different transport 
character in different regions over water depth. In the present approach, sediment 

bed line, where no motion of particles appears, and finishing at the 
water surface elevation. Description is made with respect to continuity of concentra-
tio ofiles between layers. 

odelling of vertical sorting, the advantage of the model is the 
capab

rs must be d

transport is modelled as a whole profile in three layers, starting from the elevation be-
low theoretical 

n and velocity pr

Other important feature is the capability of vertical sorting modelling. It takes 
place mostly in the near vicinity of the bed, and it is crucial for the structure of sus-
pended material. Consequently, it is very important for calculations of bed elevation 
changes. Except of m

ility of prediction of reference concentration, which is very important for calcu-
lation of suspended sediment concentration profile. In the present model, it results 
from the continuous vertical distributions of velocity, concentration and sediment 
transport. Thus, the authors believe that the proposed approach will find application 
in practice. 

The next step will be to extend the model to make it capable of morphological 
change prediction, with respect to bed grain size distribution. Knowing changes of 
transport in time, calculations will be done using sediment transport continuity equa-
tion. 
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The work on verification of the model in rivers is being in progress, as well as 

comparisons of total transport calculations with well known empirical formulas e.g. 
Meyer-Peter and Müller, or Skibiński formula. Initial estimates are promising. Details 
of comparisons will be presented in the near future.  
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Abstract  

 The primary objective of flood frequency analysis (FFA) is the esti-
mation of upper quantiles of probability distribution. Because of the fact that 
many natural events, river flows in particular, have a physical lower bound at 
zero, one can doubt whether the lower bound is the best third parameter for 
flood frequency models. Maybe, assuming the lower bound as zero and introduc-
ing a second shape parameter for getting greater flexibility is more adequate? In 
this paper the background and arguments for using two shape parameters instead 
of the lower bound parameter are presented. Three ways of introducing the sec-
ond shape parameter are considered in respect to the commonly used FF models, 
and Gamma distribution serves as an example. Besides, one outlines the selec-
tion procedure of the best fitted probability distribution model for the two com-
peting models, i.e. the three-parameter distribution with lower bound parameter 
and its counterpart, the two-shape-parameter distribution lower bounded at zero. 

1. Introduction 

Flood frequency analysis (FFA) entails estimation of the upper tail of a probability 
density function (PDF) of peak flows obtained from either the annual duration series 
or partial duration series. However, the true underlying distributional form cannot be 
identified either at a single-site or on a regional basis, so the view on the competitive-
ness or goodness of various parameter estimation methods in FFA had changed. Even 
if the true distribution would be known, in all probability, it contains too many pa-
rameters. These parameters cannot possibly be estimated reliably and efficiently from 
a hydrological sample which usually is of relatively small size, meaning that strictly 
such a PDF cannot be applied. Since no simple model can reproduce the data set in its 
entire range of variability and the interest in FFA is in the estimation of upper quan-
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tiles, a statistical approach, based on the assumption of the known true frequency dis-
tribution function, falls short of accuracy of high floods. Then the interest is in the as-
sessment of the ability of various parsimonious models together with estimation 
methods for reproduction of the upper tail of hypothetical parent distributions for hy-
drological sample sizes.  

In order to reflect perennial river flow regime as well as to increase flexibility 
of models in respect to variety of data sets, the lower bound parameter is routinely 
added. It transforms Gamma distribution to Pearson III distribution, Log-logistic dis-
tribution to Generalized Log-logistic distribution, Log-Gumbel to Generalized Ex-
treme Value distribution, and so on. On the other hand, one can observe that many 
natural phenomena have a physical lower bound at zero. Taking into account that an 
interest in FFA is in the estimation of the upper tail of distribution and that the as-
sumed underlying distribution is not correctly specified, one can doubt whether the 
lower bound is the best third parameter for flood frequency models. So, going along 
this line, an introduction of the second shape parameter instead of the lower bound 
parameter (assumed as zero) is suggested in the paper. 

In flood frequency analysis a probability density function (PDF) is selected 
more or less subjectively from among asymmetric PDFs of continuous type. The most 
commonly used in FFA distributions are considered here, namely: Gamma, Weibull, 
Inverse Gaussian (Linear Diffusion), Log-normal, Log-Gumbel, Log-logistic and 
Pareto. The last three of them are ‘heavy-tailed’ distributions, which presently are be-
lieved to be proper probability functions of extreme floods (e.g. Katz et al. 2002). 

1.1 Literature review 

There are only few publications recommending the use of two-shape-parameter mod-
els for extreme events. Rozdestvenskij and Chebotarev (1974), considering Pearson 
type III distribution, recommended replacement of the location parameter by the sec-
ond shape parameter. The same function was used by Polish hydrologist 
Strupczewski (1964) for the approximation of floods wave shapes. Moreover, French 
statistician Halphen proposed in 1941 a family of Halphen distributions which have a 
lower bound at zero and contain two shape parameters. Because of their complex 
form involving Bessel functions and exponential factorial functions, Halphen’s distri-
bution system (Morlat 1956) has remained in obliviation for several years. Recently 
Perreault et al. (1999) revisited the three types of Halphen distributions, finding that 
their flexible shapes and tail properties make them excellent candidates for frequency 
analysis of extremes. Mielke and Johnson (1974) proposed the use of the beta-κ and 
beta-P distributions in hydrology and meteorology. Perhaps due to the computational 
problems the two-shape-parameter models did not come into practice of FFA. How-
ever nowadays, the progress achieved in numerical methods and computers accessi-
bility, all these make applications of such models in FFA possible. 
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2. Arguments for using two-shape-parameter flood frequency distributions 

In the statistical modeling of natural events, river flows in particular, a distribution 
should have a lower bound at zero, because many natural phenomena have a physical 
lower bound at zero and moreover the estimation of a parameter that defines the sup-
port of the random variable often represents technical difficulties. However, to obtain 
greater flexibility to fit a large variety of data sets, adding a second shape parameter 
becomes desirable. 

For any lower bounded at zero two-parameter distributions, in the range where 
the three first moments exist, the skewness (CS) is an increasing function of the varia-
tion coefficient (CV), i.e., for variability range ∞≤≤ x0  the relations ( )S VC Cϕ=  
hold and . The same holds for linear moments /S VC C∂ ∂ > 0 3 ( )τ φ τ=  and 

0/3 >∂∂ ττ . If for a given sample and an assumed PDF the  and  values are 
such that , then the moment estimate of the lower bound parameter will 
get a negative value (

SĈ VĈ
ˆ ˆ( )SC Cϕ< V

)ˆ 0ε <  as well as the estimates of the lower quantiles of the dis-
tribution. Similarly, applying the L-moments technique, if 3 ( )τ φ τ<  then ˆ 0ε <  as 
well as the lower quantile estimates. A large negative value of the lower bound esti-
mate ˆ( 0)ε <<  had been considered (e.g. Rozdestvenskij and Chebotarev, 1974) as an 
evidence of an improper choice of the flood frequency model. Obviously, the true at-
site PDF must not be negatively bounded. Figure 1 shows the relation ( )S VC Cϕ=  for 
various lower bounded two-parameter distributions. Similar relations can be shown 
for L-moment ratios. 
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Fig. 1. Relation Cs vs. Cv for: (1) Gamma; (2) Inverse Gaussian (Linear Diffusion); (3) Log-
normal; (4) Weibull; (5) Log-Gumbel; (6) Log-logistic; (7) Pareto; E Exponential. 
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3. Three ways of introducing the second shape parameter 

Let f(x, α, β) be the PDF of lower bounded at zero distribution, where α and β are the 
scale and shape parameters. There are three ways, Tx, Tf, TF, for adding the second 

nge, i.e.shape parameter. Each of them does not change the variability ra  0 x≤ ≤ ∞ . 

Tx.  Transformation of the variable by putting  x = yn . Then the PDF of y is 

( ) ( )1; , , ; ,ng y n n y f xα β α β−=  (1) 

Tf.  Density transformation by raising f(x,

and the quantiles are related by [ ]1/( ) ( ) ny F x F=  . 

 α, β) to the power: 

[ ] [ ]( ; , , ) ( ; , )) ( ; ,n ng x n f xα β α=
0

f x dxβ α β
∞

∫  . (2) 

TF.  Power transformation of the cumulative distribution function ( ; , )F x α β : 

[ ]( ; , , ) ( ; , ) nG x n F xα β α= β  (3) 

to have  ( 0; , , ) 0G x nα β= =   and  ( ; , , ) 1G x nα β= ∞ = ,  the expo ouldnent n sh  be a 
positive real value. Then the PDF is: 

( ; , ) ;   ng x n n F f x nα β α β−= >

plicitly defined if F(x) has a closed form. 

Table 1 

Distribution function T Tf TF 

[ ] 1( ; , , ) ( ; , ) 0x α β  . (4) 

Note that the PDF [Eq. (5)] will be ex

Feasibility of second shape parameter addition 

x 
Ga + – mma + – 
Weibull – + + – 

Inverse Gaussian + + + – 
L  – og-Normal + + – 
Lo c – g-Logisti + + 
Log-Gumbel – + – 

Pareto + + + 

None of introduci secon hape param
every distribution (Table 1). In some cases, the transformation does not give the sec-
ond shape parameter, i.e. after conversion of the transformed PDF one gets the initial 

the ways of ng the d s eter is feasible for 
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distrib

As an example, the result of the transformation Tx of the Gamma distribution is given 

ution function (marked by “–”); in other cases, the transformation is inefficient 
(marked by “+ –”).  

4. Gamma distributions with two shape parameters  

below: 
( )

( )

1 /

( ; , , ) exp[ ]
m n

m nn
( 1) /

g y m n y y
α

α α
+

= − ⋅  , (5) 
m nΓ +

where 0α > , 0m n⋅ >   and  1m < −   for  0n < . It w ski (19
for approximation of flood hydrographs. For  m, n   all moments exist and 
n = 1  one gets from (5) the Gamma distribution. 

as used by Strupczew 64) 
> 0 for  

Note that for  m, n < 0  one gets (5) as PDF of the heavy tailed distribution. The 
mean exists for  m < –2 , the variance for  m < –3  and so on. For (5) the following 
moments ratios are valid: 

1
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n
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⎝ ⎠
  a− a function. For  and a x x dx

∞

Γ = −∫   is the gamm

nd 

 1

0

( ) exp( )

n = 1  a  1m λ= − ,  the moments amount to  λ
α

, 1
λ

, 2
λ

, respectively. 

Referring to between the skewness and variability co-
efficients for Gamma distribution (i.e. (5) for  n 1 p nted, the respec

Fig. 1 where the relation 
 = ) is rese tive rela-

tion for various n values is shown in Fig. 2. Note that having µ̂ , ˆ
VC , SC  for a given

sample, one can determine from Fig. 2 the n value and then, using Eq. (6), define m 
and 

ˆ  

α  values. Obviously, applying L-moments instead of ordinary moments would 
be advisable, because the sampling L-moment ratios in contrary rd ry moments 
ratios are not algebraically bounded and are much less biased, but so far L-moments 
for Tx Gamma are not determinate. 

The case of  n = –1  calls for special attention. It defines computationally easy 
two-parameter distribution being less heavy tailed than Log-Gumbel and Log-logistic 
and may be highly competitive in FF

 to o ina

A to other heavy tailed distributions, at the same 
time reconciling advocates and opponents of heavy tailed distributions. 
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Fig. 2. Relation Cs vs. Cv for various shape parameter values for the Gamma distribution trans-
formed by Tx. 

5. Model selection 

For a given sample 1 2( , ,..., )Nx x
the two three-parameter 

x , the problem considered is one of choosing between 
models, i.e. one with the lower bound parameter and its 

counterpart – the two shape parameter model. The likelihood ratio and the moment 
ratios can be used for selection. 
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5.1    The likelihood ratio applied for model selection 

The L-ratio procedure is commonly used in FFA for model discrimination. However, 
ncy should be tested for each 
rs and sample sizes, as shown 

lower bound parameter, the kurtosis (CK) can 
 the L-kurtosis (τ4) as the unique 
 diagrams (and the  τ – τ   dia-

before using this approach for the purpose, its efficie
pair of distributions, different values of their paramete
by Strupczewski et al. (2005) and Mitosek et al. (2006). In order to unify the distribu-
tions with respect to parameters, it is convenient to replace the original parameters by 
moments or L-moments, i.e. by the mean, the coefficient of variation (CV) and asym-
metry (CS), or alternatively by the first L-moment (λ1), the coefficient of L-variation 
(τ) and the coefficient of L-skewness (τ3). A real drawback of discrimination proce-
dures is that they usually tend to favor one of two alternative distributions, when the 
sample size is small to moderate large. 

5.2    The moment ratio applied for model selection 

For a three-parameter distribution with 
be expressed as the unique function of skewness, and
function of L-skewness. The  C  – C   moment ratioS K 3  4
grams) are used to identify appropriate distribution for a set of data (e.g. Rao and 
Hamed 2000). The location of the sample estimate with respect to the distributions 
gives an indication of the suitability of the distribution to the data, i.e. 

ˆ ˆ( )K K SC C C∆ = −   or  4 4 3ˆ ˆ( )L τ τ τ∆ = − . 
For a three-parameter distribution with two shape parameters, the kurtosis is 

the unique fu oth the skewness and the variation coefficient. Hence the fit-
odel to the data is 

nction of b
ness of the m measured as ˆC C C C∆ = −  or ˆ ˆ( , )K K S V

4 4 3 2ˆ ˆ ˆ( , )L τ τ τ τ−  and compared with the ∆ or ∆∆ = L of the respective one-shape-
parameter model. 

he probability plots can be also used to evaluate the agreement be-
tween these two distributions and observed data. 

Obviously, t

Taking into account natural and statistical aspects of flood frequency modelling, an 
cond shape parameter instead of the lower bound parameter as-
to be advisable. However, this paper is only preliminaries to de-

6. Conclusions 

introduction of the se
sumed as zero seems 
velopment and implementation in flood frequency modeling of the distributions with 
two shape parameters. Elaborating various estimation methods with their accuracy as-
sessment is recommended. Comparing the fit of the two models to the data by the 
likelihood ratio and the moment ratio one should realize that the superior criterion is 
the performance of Distribution/Estimation procedures in respect to upper quantiles, 
measured by the bias and the Mean Square Error. Obviously, in each case the out-
come would depend on the river flood regime. 
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Abstract  

An appropriate application of the one-dimensional convective-dispersive 
equation for modelling of tracer breakthrough curves depends on the under-
standing of physical phenomena related to solute behaviour at the inlet and out-
let boundaries and at the discontinuities of the system. Questions of the correct 
mathematical representation of the boundary conditions and of the relevant 
tracer injection and detection modes are discussed within the context of tracer 
tests in constructed wetlands. The discussed issues are illustrated by examples 
of tracer tests performed in two constructed wetlands of different types: a sub-
surface flow system and a pond. The appropriateness of the semi-infinite solu-
tion of the CDE for the pulse injection and detection of the tracer in the flux is 
discussed and some questions that require more elaboration are outlined. 

1. Introduction 

One-dimensional convective-diffusive equation (CDE) constitutes a commonly used 
model of conservative solute transport with numerous applications to environmental 
and industrial problems: 

2

2

( , ) ( , ) ( , )C x t C x t C x tD v
t x

∂ ∂ ∂
= −

∂ ∂ ∂x
, (1) 

where C is solute concentration, v is fluid velocity and D is hydrodynamic dispersion 
coefficient. The right hand side of equation (1) represents two processes by which 
solutes are transported in the moving fluid: Fickian-like dispersion and advection with 
the flow. The adequacy of this model for describing solute transport in porous media 



 

 
and in open channels is disputed (e.g. Kennedy and Lennox 2001). Particularly the 
dispersion of solute is non-Fickian in some conditions (cf. Peters and Smith 2001). 
Nevertheless, the CDE seems to be a satisfactory approximation for many practical 
uses. An advantage of this model is the availability, at least for some boundary condi-
tions, of the closed-form analytical solutions which are easy to implement and are 
computationally efficient comparing to numerical schemes. There are, however, many 
misconceptions regarding the application of the CDE model, especially within the 
context of tracer tests performed to derive hydraulic properties of the natural and en-
gineered systems. Many articles do not elaborate on the selection among available 
analytical solutions of the CDE and sometimes the presumed solutions correspond to 
the boundary conditions which are not consistent with particular physical settings. 
Such misconceptions are repeated despite the expansive body of literature published 
over the last 30 years which provides answers to some of these controversies.  

One of the fields where the one-dimensional CDE is often used for modelling 
of solute transport are investigations of the hydraulic performance of constructed wet-
lands. This world-widely used technology is an alternative, cost-effective and envi-
ronmently friendly solution for wastewater treatment (IAWQ 2000). Two basic types 
of constructed wetlands are: the subsurface flow systems with wastewater permeating 
through gravel or sand beds overgrown with vegetation, and free water surface sys-
tems (ponds). A crucial factor for the removal of dissolved pollutants in a constructed 
wetland are the hydraulic properties of the object, i.e., (i) the extent of contact be-
tween wastewater and the reactive surfaces (substratum, vegetation, detritus) on 
which purification occurs, and (ii) mixing phenomena which influence redistribution 
of heat and of the substrates and products of purification reactions. Tracer tests pro-
vide Tracer Breakthrough Curves (TBCs) from which the relevant hydraulic charac-
teristics of the constructed wetland can be inferred. The methodology frequently used 
to define and quantify flow patterns within the constructed wetlands from the TBCs 
(e.g. Nameche and Vassel 1996, King et al. 1997, Bhattarai and Griffin 1999, Werner 
and Kadlec 2000) is based on concepts developed in chemical engineering (Leven- 
spiel 1972). One of these models, called in chemical engineering terminology “plug-
flow with axial dispersion”, corresponds essentially to the CDE. Mean water transit 
times and dispersion coefficients are in this approach estimated from the moments of 
the TBC by the ready-to-use formulae which relate the appropriate moments to the 
mean water transit time and to the Peclet number. These formulae are derived for the 
presumed boundary conditions. Thus, in this approach the CDE is used in an implicit 
way. 

Investigations of the hydraulic characteristics of constructed wetlands have 
a pragmatic importance. Constructed wetlands are often small to medium objects 
serving small municipalities so their functioning is usually not supervised in a very 
rigorous way. Moreover, hydraulic performance of the wetland may change with time 
in an uncontrolled manner due to clogging, deposition of plant detritus and action of 
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vegetation. There is a need for the unsophisticated and cost-effective procedures for 
estimation of the actual hydraulic properties of such objects because they can, with 
time, become quite different from the designed properties. A necessary part of such 
procedures are user-friendly computer programs for analysis of the TBCs in which 
the appropriate analytical solutions of the CDE can be easily implemented. This work 
reviews the relevant literature and provides some guidance for the design and inter-
pretation of tracer tests in constructed wetlands with respect to tracer injection and 
sampling modes and the appropriate formulation of the boundary conditions for the 
CDE. Ideas presented here might be applicable also to tracer tests performed in any 
porous media and in open channels. 

2. Two modes of tracer injection and detection 

An important but sometimes overlooked aspect of tracer tests are two possible ways 
by which the tracer can be injected or detected and the two respective definitions 
(Kreft and Zuber 1978) of the solute concentration both of which satisfy equation (1). 
Resident concentration CR is a mass of tracer per unit volume of fluid at a given time 
instant, while flux concentration CF is a mass of tracer per unit volume of fluid pass-
ing through a cross section. A useful definition of CF is a ratio of the solute flux to the 
volumetric fluid flux. Equation (2) relates both concentrations (Kreft and Zuber, 
1978): 

( , )( , ) ( , ) R
F R

C x tvC x t vC x t D
x

∂
= −

∂
 . (2) 

Equation (2) is valid only for the uniform initial conditions (Toride et al. 1993). 

A pulse type (instantaneous) resident injection could be realised by a homoge-
neous introduction of the tracer into a volume of fluid between two cross-sectional 
planes in the conduit. This is difficult to achieve and could be done, for example, by 
means of a dedicated apparatus or, in case of radioactive tracers, by neutron activation 
of the passing fluid. Resident detection could be performed by a direct measurement 
of tracer concentration through walls of the conduit using on-line detectors sensitive 
to some physical properties of the applied tracer. The pulse resident injection and de-
tection are difficult to perform for the routine tracer tests in constructed wetlands. 
A condition for flux injection is that the tracer is introduced proportionally to flow ve-
locities so that tracer fluxes are proportional to volumetric fluid fluxes for all possible 
flow paths. Practical realisations of flux injections and detections for such tests as 
well as their appropriate representation in the CDE model are discussed below. It 
must be noted that rates of pollutants removal are, for the reaction orders higher than 
one, functions of CR (Kreft 1983) so introduction of the reaction term into the trans-
port equation must be done in a consistent way. On the other hand, only CF represents 
mass flux of the solute and integration of CR in the time domain does not give the 
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mass of injected tracer. Problems related to the proper usage of the CDE and the re-
sulting necessity of two definitions of concentration can be seen as stemming from 
“the gap between the Lagrangian physical process and the Eulerian representation of 
that process” (Holley 1996). The mechanical dispersion is Lagrangian in nature and 
evolves with heterogeneity of the flow while the molecular diffusion is Eulerian in 
nature (Gimmi and Flühler 1998) and is driven by concentration gradients. 

3. Initial and boundary conditions for tracer tests in constructed wetlands 

Uniqueness of the CDE solution requires that the initial and boundary conditions are 
imposed. Initial conditions are generally defined by the experimentator. Mathematical 
formulations of the initial conditions depend on the applied concentration definition 
and are presented for the pulse and step injections by Kreft and Zuber (1978). The 
boundary conditions must be formulated for tracer injection and sampling sites. Se-
lection of injection and sampling sites in constructed wetlands is restricted by the 
structures built to distribute wastewater and to collect effluent from the wetland. The 
gravel bed or the pond where purification occurs are connected to other parts of the 
treatment system or to the final receiver by pipes or plumes conveying wastewater. 
Usually they facilitate conducting tracer tests with flux injection and detection be-
cause they concentrate the entire wastewater flow but one has to be aware of the 
physical constraints that these structures imply for the experiment. The tracer test is 
actually performed for an object which consists of the wetland and its auxiliary struc-
tures. The boundary conditions can be therefore defined not only for the injection and 
sampling cross-sections but also for the interfaces at which solute passes between the 
conveying structures and the porous volume or the pond. Such interfaces are repre-
sented by pipe openings, perforated pipes or weirs.  

Surprisingly little attention has been paid in the literature to these issues. 
Gimmi and Flühler (1998) discuss different mathematical representations of solute 
transport through the interface between the inlet mixing cell and the convective-
dispersive domain. Injection and sampling of the tracer are sometimes conducted 
through wells or tanks which can be represented as ideally mixed cells that transform 
the input and output signals. The approach presented by Gimmi and Flühler (1998) 
could be applied in a wider sense to the situations where tracer is transported in pipes 
and plumes in which intense turbulent mixing occurs. It is noteworthy that inflow of 
tracer from the mixing cell in a close contact with the porous medium is best de-
scribed as a resident injection because at such conditions dispersive transport through 
the interface is significant. Schwartz et al. (1999) showed experimentally the impor-
tance of the correct mathematical representation of the inlet and outlet apparatus and 
of the boundary conditions for soil columns. Peters and Smith (2001) proposed the 
Transition Region model to describe the inlet and outlet as well as inner boundaries in 
the porous medium. 
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For the inlet to the porous medium the third type boundary condition: 

0

( , )(0 , ) ( )R
R

x

C x tvC t D vg t
x +

+

=

∂
− =

∂
 , (3) 

where g(t) is solute input concentration, or alternatively the first type boundary condi-
tions are used in the literature to describe the resident concentration. The former cor-
responds to the continuity of solute flux through the boundary while the latter to the 
continuity of solute concentration.  

Several theoretical (e.g. van Genuchten and Parker 1984) and, more recently, 
experimental studies (e.g. Schwartz et al. 1999) have shown that for the resident con-
centration the third type condition (3) is the appropriate boundary condition between 
the reservoir and the porous medium. Applying equation (2) one can easily show that 
(3) is equivalent to the first type boundary condition for flux concentration. 

Selection of the outlet boundary condition appears to be a more controversial 
question. The third type exit condition is given by: 

( , )( , ) ( )R
R E

L

C x tvC L t D vC t
x −

− ∂
− =

∂
 , (4) 

where L is the length of the transport domain and CE is the exit concentration. Con-
troversies about the formulation of the exit boundary condition stem in fact from in-
ability to determine the exit concentration CE. This difficulty can be overcome by 
assuming continuity of concentration at the exit boundary which substituted to equa-
tion (4) gives the second type boundary condition. This approach (Danckwerts 1953), 
popularised by the chemical engineering textbooks (Levenspiel 1972), is commonly 
applied for the interpretation of the results of tracer tests in constructed wetlands (ex-
amples cited in the Introduction). Again, it has been shown by Kreft and Zuber (1979) 
and others that such boundary condition is physically unrealistic and leads to the solu-
tion that does not fit the experimental TBCs. Surprisingly, the semi-infinite solutions 
predict the outlet solute concentrations better than the finite solutions with the second 
type exit boundary condition (e.g. Schwartz et al. 1999). Peters and Smith (2001) ex-
plain this paradox by referring to the essence of the mechanical dispersion which 
unlike the molecular diffusion does not result from concentration gradients so the 
downstream boundary conditions should not affect the solution of the CDE within the 
transport domain. Peters and Smith (2001) claim also that the second type boundary 
condition is theoretically correct for the outlet boundary and they relate the failure of 
the respective finite solution of the ADE to the general inadequacy of this approach to 
describe non-Fickian mechanical dispersion. Golz and Dorroh (2001) and Golz 
(2003) note that the conservation of mass requires the third type boundary conditions 
at both ends of the finite system and that only the solution that obeys such boundary 
conditions is consistent with the physical meaning of the CDE and with mathematical 
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logic. Golz and Dorroh (2001) and Golz (2003) propose also that the semi-infinite so-
lution for the flux concentration is used to yield an expression for the exit concentra-
tion CE in equation (4). 

4. Two concluding examples 

Tracer tests with bromide (KBr) and tritium were conducted in two constructed wet-
lands in Poland: gravel cells overgrown with common reed in Nowa Słupia and a 
duckweed pond in Mniów. Detailed descriptions of the wetlands, results of the test 
and their interpretation are presented elsewhere (Małoszewski et al. 2006a,b). The 
model chosen for the interpretation of both tests was the semi-infinite solution of the 
CDE derived for injection and detection in the flux (Kreft and Zuber 1978). The ap-
proach applied to model the TBCs appeared to be successful in the sense that it al-
lowed to identify in both wetlands several flow components whose occurrence and 
quantitative characteristics are consistent with the physical settings. The differences 
between different solutions of the CDE are significant when dispersion is consider-
able, i.e. at Peclet numbers < 10 (Kreft 1983, Schwartz et al. 1999). Such values of 
Peclet numbers are not uncommon in constructed wetlands and occurred also in both 
considered tests. 

Injections to the subsurface system were performed via the inlet of the pipe 
which further conveys pre-treated sewage across the upstream ends of the gravel cells 
of the wetland. Sewage is distributed within the cells via the perforated pipes. Reali-
sation of strictly instantaneous injections was difficult in this case due to the relatively 
large volumes of tracer solutions. Injection was performed in small portions over 10 
minutes what at the wastewater travel times of the order of days could be considered 
as the pulse injection. Tracer injection to the fast flowing fluid was without a doubt 
conducted to the flux as at such conditions dispersion across the boundary and back-
mixing were restricted. The flow and mixing conditions in the 24 m long distribution 
pipes are however unknown and the same applies to the perforated collection pipes 
which convey the effluent to the collection wells from where the tracer was sampled. 
The actual boundary conditions between these reservoirs and the porous medium are 
unknown. It is unclear if these reservoirs are well mixed so that the approach of 
Gimmi and Flühler (1998) could be used to represent the boundary conditions. In-
sights into the mixing characteristics of the reservoirs could be gained by modelling 
of their velocity fields or by direct sampling of solute from them. 

Injection to the pond was performed through a coagulation chamber from 
which wastewater is conveyed through a short pipe to the bottom part of the pond. 
Wastewater in the chamber is strongly agitated by the inflowing stream so it can be 
considered well mixed and because the chamber is connected to the pond via the pipe, 
the injection to the pond can be considered as performed in the flux. Mixing in the 
chamber resulted in smoothing out the pulse injection but the tracer needed about 30 
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minutes to be washed out from the chamber what at the transit time of waste water 
through the pond found to be about 20 days assures practically the pulse injection. 
The effluent was sampled below the wire that dams the pond which undoubtly repre-
sents the flux detection, as convection is the dominant transport process at the weir 
overflow. Both tests were meant to provide responses of the studied systems to pulse 
injections, which imposes the initial conditions in the form of Dirac’s delta in the time 
domain. As was discussed above, in both cases the presumably pulse injections were 
smoothed out before reaching the actual wetland. This could be in fact an advantage 
because as noted by Golz (2003), derivation of the CDE from the mass balance con-
siderations hinges on the assumption of not very sharp input signals. 

The semi-infinite solution of the CDE for flux injection and detection has 
a simple analytical form which facilitates its use for modelling of tracer test results. It 
seems to be applicable for many constructed wetlands but in some cases the auxiliary 
reservoirs might influence the boundary conditions. This question requires further 
theoretical and experimental investigations. 
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Abstract  

The simulation of solute transport in rivers is frequently based on numerical 
models of the Advection-Dispersion Equation. The construction of reliable 
computational schemes, however, is not necessarily easy. The paper reviews 
some of the most important issues in this regard, taking the finite volume 
method as the basis of the simulation, and compares the performance of several 
types of scheme for a simple case of the transport of a patch of solute along a 
uniform river. The results illustrate some typical (and well known) deficiencies 
of explicit schemes and compare the contrasting performance of implicit and 
semi-Lagrangian versions of the same schemes. It is concluded that the latter 
have several benefits over the other types of scheme.  

Key words: solute transport, numerical modelling, finite volume method, 
advection, reference frame, time marching. 

 

 

 

 

 

 

Full text was published in Acta Geophysica, Vol. 55, No. 1, p. 85-94. 



 



PUBLS. INST. GEOPHYS. POL. ACAD. SC., E-6 (390), 2006 

Impact of Repository Depth on Residence Times 
for Leaking Radionuclides in Land-Based Surface Water 
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Abstract  

The multiple scales of landscape topography produce a wide distribution of 
groundwater circulation cells that control the hydro-geological environments 
surrounding geological repositories for nuclear waste. The largest circulation 
cells tend to discharge water into major river reaches, large freshwater systems 
or the nearby Baltic Sea. We investigated numerically the release of radionu-
clides from repositories placed in bedrock with depths between 100 to 2000 me-
ters in a Swedish coastal area and found that leakage from the deeper positions 
emerges primarily in the major aquatic systems. In effect, radionuclides from 
the deeper repositories are more rapidly transported towards the Sea by the 
stream system compared to leakage from more shallow repositories. The release 
from the shallower repositories is significantly retained in the initial stage of the 
transport in the (superficial) landscape because the discharge occurs in or near 
low-order streams with high retention characteristics. This retention and resi-
dence time for radioactivity in the landscape control radiological doses to biota 
and can, thus, be expected to constitute an essential part of an associated risk 
evaluation. 

Key words: hydrology, radio nuclide migration, surface water-groundwater in-
teraction. 
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